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Abstract

The subject of this thesis is to study the problems of robust stability and robust

stabilization for linear deterministic systems on real Hilbert spaces which are

subjected to Lipschitzian stochastic structured multi-perturbations. within the

framework of stability radii.

First we consider the case where the operators describing the structure of the

perturbations are bounded. We establish characterizations of the stability ra-

dius in terms of a Lyapunov equation and the corresponding inequalities. These

characterizations are used to obtain a computational formula for this radius.

Then, we study the problem of maximizing the stability radius by state feed-

back. We establish conditions for the existence of suboptimal controllers in

terms of a Riccati equation. We showed also how the supremal stability radius

can be determined in terms of this equation.

Finally, we investigate the robustness of stability in the case where the operators

structure are unbounded. We show how we can generalize the results established

in the bounded case for this case. We characterize the stability radius in terms

of a Lyapunov equation similar to the one used in the bounded case. These

characterizations enable us to determine a lower bound for the stability radius.

Key words: Wiener process, Stochastic di¤erential equation, Exponential sta-

bility, Mean square stability, Robustness, Stability radius, Lyapunov equation,

Riccati equation.
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List of abbreviations

We list the notations that will be used in the thesis. Let H; U; V be real

separable Hilbert spaces.

L(U;H) The space of bounded linear operators form U to H:

L(H) The space of bounded linear operators form H to H:

k:k The norm in H:

h:; .i The inner product in H:

P � 0 P 2 L(H) is positive (hPz; zi > 0; for all z 2 H).

P � 0 P 2 L(H) is nonnegative (hPz; zi � 0; for all z 2 H).

L+(H) The set of self-adjoint linear bounded operators

P 2 L(H) such that P � 0:

Lip (Y; U) The set of Lipschitzian functions �; such that

� : Y �! U and �(0) = 0:

Lp ((0; T ) ; H) ; p � 1 The space of strongly measurable functions f(t) with

jf(t)jp is integrable.

C1 ((0; T ) ; H) The space of strongly continuously di¤erentiable functions

on (0; T ) with values in H:

L2 (
; �; H) The space of square integrable H�valued functions

on the probability space (
;F ; �)

E (x) The expectation of x:
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Chapter 1

Introduction

In this thesis, we study the robust stability and robust stabilization problems

for linear in�nite dimensional systems, subjected to structured stochastic per-

turbations. We investigate these problems using the stability radii approach.

In this chapter, we give an overview of the extensive research e¤orts in this

approach and our main contributions in this subject.

1.1 Robust stability and stabilization problems

of linear systems subjected to deterministic

perturbations

The �rst step in most applications of mathematics is to determine a mathe-

matical model for the system under investigation. The model may be used in
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a number of di¤erent ways. For example a mathematical and computational

analysis of the model often leads to a better understanding of real physical

system it represents. From a more practical viewpoint the model can be used

to make predictions about the future behavior of the system, or to design al-

gorithms of automatic control which ensure that the system behaves in some

desirable fashion. However, in each of these applications it is of fundamental im-

portance to keep in mind that the model is only a model, its behavior and that

of the real system might be quite di¤erent. The origins and causes of this pos-

sible discrepancy are many and in the systems theory literature are collectively

referred to as model uncertainties:

1. Parameter uncertainty: The model may depend on some physical pa-

rameters which are not known precisely.

2. Unknown inputs and neglected dynamics: A system is usually in

dynamic interaction with its environment and it is often not clear where

the boundary of the system should be drawn. Uncertainties arise if parts

of the real system dynamics are not accounted for the model and if the

inputs to the system from the environment are not accurately known.

3. Model simpli�cation: Although an accurate complex model of the real

physical system may be available, it is often necessary to simplify this

for the purpose of analysis and design. For example, nonlinearities and

time-variations are neglected.

4. Discretization and rounding errors: If simulations are carried out on
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a computer, discretization methods must be applied and rounding errors

are introduced which will lead to unknown nonlinear model perturbations.

To be true it has to be determined that the approximate model adequately

describes the features of the system one is interested in. A special case of this

problem is to determine whether the nominal system adequately describes stabil-

ity properties of the actual system, or whether the expected di¤erence between

the real system and the nominal model is small enough such that stability of

the model implies stability of the real system. If this is the case one could say

that the stability of the model is su¢ ciently robust.

1.1.1 Stability radii theory

The issue of robustness of stability has been prominent in the literature on

control theory over the last two decades. An important state-space approach to

robustness analysis is the stability radii theory. The notion of stability radius was

�rst introduced by Hinrichsen and Pritchard [34], although the idea behind it can

be found in many di¤erent �elds, see e.g.[70]. The distance from instability has

been analyzed by [75] and Hinrichsen and Pritchard [34] for time-invariant �nite-

dimensional systems. It is the size of the smallest perturbation � which results

a time-invariant system
:
x(t) = (A+D�E)x(t); t � 0; that is not exponentially

stable. An important advantage of this approach is that it introduces concepts

and techniques which can be generalized to di¤erent classes of systems and

di¤erent kinds of perturbations.

For state space systems of the form
:
x(t) = Ax(t) or x(t + 1) = Ax(t),
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A 2 $(Kn); K = R or C; linear perturbations of the form

1. A! A� = A+�; � 2 L(Kn) : unstructured perturbations

2. A! A� = A+D�E; � 2 L(Kq;Kl) : simple structured perturbations

3. A! A� = A+
NX
i=1

Di�iEi; �i 2 L(Kq;Kl) : multi-perturbations

has been considered, where D; E; Di; Ei are given operators de�ning the

perturbation structure.

Depending upon whether complex or real disturbances � are considered the

stability radius is called complex or real, respectively. It is important to note

that these two stability radii are in general distinct. In the complex case a fairly

theory of the complex stability radius rC is available for perturbations of the

form (1) and (2), for �nite dimensional systems with deterministic perturbations

for both continuous and discrete-time systems (see the survey [32]). It also

extends to in�nite dimensional systems described by semigroups of operators on

a complex Banach space, see [66]. The problem of computing the stability radius

of positive linear systems under multi-perturbations has been solved recently in

[62].

For time-varying systems the results are less satisfactory and there is no

computational formula available for the stability radius, although there are lower

bounds which can be signi�cantly improved by scaling techniques (see [41], [33]).

A formula for the stability radius of time-varying systems with respect to linear

dynamical causal perturbations has been developed in [50]. Stability radii for a

wide class of linear in�nite-dimensional time-varying systems under structured
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multi-perturbations have been studied in [37]. Wirth [78] extends their results

for discrete-time systems.

The problem of calculation the real stability radius for simple structured

perturbations has been solved in [69]. However, when it comes to either real

perturbations of more complicated structured or to any type of perturbations

of time-varying systems the theory is far from complete.

1.1.2 Robust stabilization

The problem of stabilization is to design a state feedback control law that as-

sures stability of systems with respect to some structured perturbations. This

stabilization problem for perturbed linear systems has received considerable

attention. A prominent method which has attracted many researches is the

H1-method [30]. The standard H1-control problem was �rst formulated for

�nite-dimensional time-invariant systems and several approaches to solve this

problem were adopted (see [18], [72]). The H1-control problem for in�nite di-

mensional systems have been studied in several papers (see [74], [59], [49]). In

[36], It is shown that there is a close relationship between the theories of stability

radii and the H1-theory for the special case where stability radii with respect

to complex perturbations are considered. In fact, in this case the problem of

maximizing the stability radius by state feedback control is equivalent to a sin-

gular H1-control problem. The problem of maximizing the stability radius of a

linear discrete-time system has been considered in [51]. Pritchard and Townely

[65] analyzed similar problem for in�nite dimensional systems with unbounded
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perturbations.

1.2 Robust stability and stabilization problem

of systems subjected to stochastic pertur-

bations

In this section we present an overview of some existing results on the robustness

problems of linear stochastic systems. The interest in this topic is motivated

by the variety of random phenomena arising in physical, engineering, biological,

and social processes. The study of stochastic systems has a long history, but two

distinct classes of such systems drew much attention in the control literature,

namely stochastic systems subjected to white noise perturbations and systems

with Markovian jumping. At the same time, the remarkable progress in recent

decades in the control theory of deterministic systems strongly in�uenced the

research e¤ort in the stochastic area. Thus, the modern treatments of stochastic

systems include optimal control, robust stability and robust stabilization for

both stochastic systems corrupted with white noise and systems with jump

Markov perturbations.

1.2.1 Robust stability

In the �nite dimensional case there has been a good deal of research on the

robustness stability of stochastic systems with multiplicative noise, for both

continuous and discrete-time systems (see [20] and references in). El Bouhtouri
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and Pritchard [21] introduced the notion of stability radii for continuous-time

systems subjected to simple structured stochastic perturbation. They show that

the stability radii can be characterized in terms of a Laypunov equation. Hin-

richsen and Pritchard [39] considered continuous-time systems subjected to sto-

chastic structured multi-perturbations. They derived a precise characterization

of the corresponding stability radius via scaling techniques (i.e. multiplying

Ej , by a positive �j and Dj by �
�1
j ). Moreover, they showed that the real

and complex stability radii coincide for stochastic perturbations of the above

kind. El Bouhtouri, Hinrichsen and Pritchard [25] investigated the correspond-

ing problem for discrete-time systems. Some results for the stability radius

for stochastic systems with both deterministic and stochastic parameter uncer-

tainties can be found in [23] and [24]. Time-varying stochastic systems with

multiplicative white noise are considered in [60], and systems with Markovian

jumping in [61]. In the case of stochastic systems with state multiplicative noise

and jump Markov perturbations, some estimations on the stability radius are

given in [19] and [20].

For in�nite dimensional systems, there are few papers dealing with robust-

ness issues for this class of systems. Brusin and Ugrinnovskii [5] introduced

stochastic in�nite dimensional counterparts of the Kalman-Yakubovich Lemma

to provide conditions for stability of in�nite dimensional systems with nonlin-

ear and stochastic uncertainties. Hinrichsen and Pritchard [38] characterized a

stability radius for linear deterministic systems subjected to structured multi-

perturbations.

11



1.2.2 Robust stabilization

The stabilization of stochastic systems with multiplicative white noise has been

studied since the late sixties, particularly in the context of linear quadratic

optimal control; see, e.g.[77]. The subject of robust stabilization is of more

recent vintage. Recently, a number of papers have been published which deal

with robust stabilization problems in the spirit of H1-control or the stability

radius approach. State feedback H1-control for linear systems with multiplica-

tive white noise has been studied in several works. Among them we cite [73],

[26], [40], for time invariant systems. For time varying systems, correspond-

ing results can be found in [19]. In the Markovian situation, the problem has

been addressed in [61] and [20]. The maximization of stability radius via state

feedback, of deterministic systems subjected to stochastic single perturbation

was considered in [22]. For systems with multi-perturbations the problem of

maximizing the stability radii by dynamic output feedback was studied in [39]

and [25]. To our knowledge, this problem has not been considered for in�nite

dimensional systems.

1.3 Main contributions of the thesis

Stochastic di¤erential equations in in�nite dimensional spaces are motivated

by the development of analysis and the theory of stochastic processes itself

such as stochastic partial di¤erential equations and stochastic delay di¤erential

equations on the one hand, and by such topics as stochastic control, population
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biology and turbulence in applications on the other. Stochastic stability for

linear evolution equations in Hilbert spaces has been treated extensively in the

literature (see references [4], [7], [44], [46], [45], [57]). However, there are few

papers dealing with robustness issues for this class of systems [5], [1]. In this

thesis we use the framework of stability radii to study robust stability and

robust stabilization problems for in�nite dimensional systems with stochastic

structured multi-perturbations.

We consider the system

dx(t) = Ax(t)dt+

NX
i=1

Di�i (Eix(t)) dwi(t) (1.1)

where A is the in�nitesimal generator of an exponentially stable semigroup S(t)

on a real Hilbert spaceH; (wi(t))t�0, i 2 f1; :::; Ng ; are independent real Wiener

processes and Di; Ei; i 2 f1; :::; Ng ; are linear bounded operators de�ning the

structure of the perturbations. We �rst establish, by adapting the approach used

in [39], characterizations of the stability radius in terms of a Lyapunov equation

and the corresponding inequalities. Then we show how we can combine these

characterizations with scaling techniques to obtain a computational formula for

this radius . This result was stated in [38] without proof.

The second contribution of this thesis concerns the problem of maximizing

the stability radius of systems of the form

dx(t) = Ax(t)dt+
NX
i=1

Di�i (Eix(t)) dwi(t) +Bu(t)dt (1.2)

by static feedback. Following the method developed in [22] we establish condi-

tions for the existence of suboptimal controllers. These are expressed in terms
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of a parametrized Riccati equation and a number of linear operator inequalities.

From these conditions we characterize the supremal stability radius.

Our last contribution concerns the robustness of stability for system (1.1)

when the generator A is subjected to stochastic unbounded perturbations. We

consider the case where A is the generator of an analytic semigroup and the

perturbation are of single type. This abstract model covers the case of par-

abolic equations with boundary and pointwise noise. Ichikawa [47] proposed

a semigroup model for parabolic equations with boundary and pointwise noise

and obtained existence, uniqueness and regularity of their solution. Semigroup

models for boundary noise can be also found in [58], [14], [16], [29], [54],[2]. The

stability of these systems was studied in [48]. He established the equivalence

of mean square stability and the existence of a Lyapunov type equation. We

�rst establish an existence and uniqueness theorem. It is proved by a standard

�xed point argument along the lines of [47]. Then, we investigate the robustness

problem. We characterize the stochastic stability radius in terms of a Lyapunov

equation similar to the one obtained for the bounded structure case. and di¤er-

ent from the one used in [48]. These characterizations enable us to determine a

lower bound for the stability radius under perturbation of unbounded structure.

The main problem here is to construct the smallest destabilizing perturbation

�: Under an additional assumption we are able to prove that the lower bound

is in fact equal to the stability radius.
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1.4 Organization of the thesis

To facilitate the reading of the thesis, we give a brief description of the material

contained in the succeeding chapters.

Chapter 2: This chapter contains some material which will be used in the

thesis such that: Semigroup theory, concepts of mild and strong solutions of

deterministic evolution equations, exponential stability, stabilizability, random

variables, Wiener processes, stochastic integrals in Hilbert spaces, concepts of

the solution of stochastic evolution equations and mean square stability.

Chapter 3: The purpose of this chapter is to study robust stability of

system (1.1) by the stability radius approach. First, we de�ne the corresponding

stability radius, then we establish characterizations of this radius. Our starting

point is analogous to the setting in the �nite dimensional case. We de�ne

an input-output operator associated with the perturbed system and obtain a

formula for its norm. A computable formula for the stability radius is given in

terms of a Lyapunov equation. This is carried out �rst by obtaining a lower

bound in terms of the norm of the input-output operator of a scaled system

and then constructing a nonlinear perturbation which destabilizes the system

and whose norm is equal to the lower bound. These characterizations enable

us to obtain a computational formula for the stability radius. Characterizations

of the stability radius in terms of a Lyapunov inequality are also given. We

conclude the chapter with some examples where we illustrate the calculus of

the stochastic stability radius and we compare our results with some existing

results. We consider two examples of in�nite-dimensional systems which occur
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most frequently in the applications; the heat and the wave equations. Delay

systems are also considered. We calculate the stability radii of a one and two

dimensional systems which are subjected to a single perturbation.

Chapter 4: In this chapter we investigate how the stability radius of a

stochastic perturbed system can be improved by state feedback. We consider

controlled stochastic systems described by (1.2). Following the approach devel-

oped in [22], we obtain necessary and su¢ cient conditions for the existence of

state feedback controllers that stabilize the system and achieve a stability radius

larger than a speci�c bound. Stabilizing state-feedback with this property are

constructed by solving a parametrized Riccati equation, and it is shown that the

supremal stability radius can be determined via this equation. Examples are

given in which we apply the obtained result to calculate the supremal stability

radius.

Chapter 5: We recall that in Chapter 3 our basic model was

dx(t) = Ax(t)dt+
NX
i=1

Di�i (Eix(t)) dwi(t); t > 0

k�ikL < �; i 2 N:

where
�
(Di; Ei)i2N

�
is a given family of linear bounded operators. However, the

assumptions that Di; Ei are bounded operators is very restrictive and does not

allow us to consider many examples of practical importance such that bound-

ary perturbations for systems described by partial di¤erential equations. In

this chapter we show how we can extend the theory of Chapter 3 to a class of
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unbounded perturbations. We begin with recalling the notion of fractional pow-

ers of closed operators which has an important interest in this chapter. Under

some assumptions on the perturbation structure, we show that we can establish

characterizations of the stability radius via a Lyapunov equation similar to the

one used in the bounded case. We give a lower bound for the corresponding

stability radius, and we show that we can obtain a computational formula for

the stability radius under extra assumptions. We Illustrate the theory by some

examples, investigated in [48].
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Chapter 2

Stochastic evolution

equations

2.1 Introduction

In this chapter we recall some basic de�nitions and properties which will be used

in this thesis. At �rst, we collect basic results from the theory of semigroups.

Then we consider stochastic evolution equations. We recall de�nitions con-

cerning random variables, Wiener processes and stochastic integrals in Hilbert

spaces. Di¤erent concepts of the solution of stochastic evolution equations are

de�ned. Mean square stability is also considered. Much material in Section 1

is classical and taken mainly from [10], [68], [8]. For stochastic systems, much

material is taken from [8], [44], [57] and [13].
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2.2 Semigroup theory

Semigroups naturally arise when we wish to extend exponential functions to

in�nite dimensions. The semigroup theory enables us to present a uni�ed treat-

ment of a wide class of in�nite-dimensional systems and �nite-dimensional ones.

In this section we recall some basic properties of semigroups which will be used

later.

2.2.1 De�nition and properties

Let H be a real separable Hilbert space. We recall at �rst the de�nition of a

semigroup.

De�nition 2.1 a strongly continuous semigroup is an operator -valued function

S(t) from R+ to L(H) that satis�es the following properties:

1. S(t+ s) = S(t)S(s) for any s; t � 0

2. S(0) = IH ;

3. kS(t)z � zk ! 0 as t! 0+; for any z 2 H:

We shall use the standard abbreviation C0-semigroup for a strongly contin-

uous semigroup.

Example 2.2 Let A 2 L(H); then

S(t) = eAt =
1X
n=0

(At)
n

fact (n)

is a C0-semigroup.:
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Some elementary properties of semigroups are given in the following theorem

[10].

Theorem 2.3 A strongly continuous semigroup on a Hilbert space H S(t) has

the following properties

1. kS(t)k is bounded on every �nite subinterval of [0;1) ;

2. S(t) is strongly continuous for all t 2 [0;1) ;

3. If !0 = inf
t>0

1
t (log kS(t)k), then !0 = lim

t!+1
1
t (log kS(t)k) < +1;

4. For all z 2 H we have that

1

t

Z t

0

S(s)zds! z as t! 0+

5. for any ! > !0; there exists a constant M! such that kS(t)k � Me!t for

all t � 0:

This constant !0 is called the growth bound of the semigroup.

Let D(A) denote the subspace of all elements such that (S(t)z � z) =t con-

verge in H as t! 0+ and de�ne the operator on D(A):

Az = lim
t!0+

(S(t)z � z) =t (2.1)

De�nition 2.4 The operator A given by (2.1) is the in�nitesimal generator of

the semigroup S(t):

The result below which is known as the Hille-Yosida Theorem provide a

complete characterization of in�nitesimal generators [10].
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Theorem 2.5 (Hille-Yosida Theorem) A necessary and su¢ cient condition

for a closed, densely de�ned, linear operator A on a Hilbert space H to be the

in�nitesimal generator of a C0-semigroup is that there exist real numbers M , !;

such that for all real number � > !; � 2 � (A) ; the resolvent set of A; and

kR(�; A)rk � M

(�� !)r ; for all r � 1;

where R(�; A) = (�I �A)�1 is the resolvent operator. In this case

kS(t)k �Me!t

2.2.2 Inhomogenuous di¤erential equations

Consider the Cauchy problem

dz(t)

dt
= Az(t); t � 0;

z(0) = z0

If A is the in�nitesimal generator of a C0-semigroup S(t); the unique solution

of this homogeneous problem is given by z(t) = S(t)z0: Now let us consider the

abstract inhomogenuous Cauchy problem

dz(t)

dt
= Az(t) + f(t); t � 0; z(o) = z0; (2.2)

where for the moment we shall assume that f 2 C ([0; T ] ; H). First we have

to de�ne what we mean by a solution of (2.2), and we begin with the notion of

a classical solution.
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Theorem 2.6 [10]If A is the in�nitesimal generator of a C0-semigroup S(t)

on a Hilbert space H , f 2 C1 ([0; T ] ; H) and z0 2 D(A); then

z(t) = S(t)z0 +

Z t

0

S(t� s)f(s)ds (2.3)

is continuously di¤erentiable on [0; T ] and it is the unique classical solution of

(2.2).

The conditions of Theorem 2.6 are too strong for control applications, where

in general we do not wish to assume that f 2 C1 ([0; T ] ; H). So we introduce

the following weaker concept of a solution of (2.2).

De�nition 2.7 If f 2 Lp ([0; T ] ; H) for a p � 1 and z0 2 H; then we call

(2.3) a mild solution of (2.2) on [0; T ] :

2.2.3 Stability and stabilizability

One of the most important aspects of systems theory is that of stability. Con-

sider the linear equation

dz(t)

dt
= Az(t); z(0) = z0 2 H: (2.4)

where A is the in�nitesimal generator of a C0- semigroup S(t); t > 0. We shall

be concerned with the following concept of stability.

De�nition 2.8 A C0-semigroup S(t); on a Hilbert space H is exponentially

stable if there exist positive constants M and ! such that

kS(t)k �Me�!t for t � 0:
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! is called the decay rate, and the supremum over all possible values of ! is the

stability margin of S(t):

The following theorem established in [10], is an extension of well-known �nite

dimensional results proved by Datko [12].

Theorem 2.9 Suppose that A is the in�nitesimal generator of the C0-semigroup

S(t) on the Hilbert space H: The following statements are equivalent.

1. S(t) is exponentially stable,

2. There exists a self-adjoint nonnegative operator P 2 L(H) which satis�es

the Lyapunov equation

hAz; Pzi+ hPz; Azi = �hz; zi for all z 2 D(A) (2.5)

3. For every z 2 H there exists a positive constant 
z > 0 such thatZ +1

0

kS(t)zk2 dt � 
z:

Remark 2.10 If S(t) is exponentially stable,we said that the system (2.4) is

L2-stable.

Explicit formula for the solution of a Lyapunov equation is given in the

following lemma given in [44].

Lemma 2.11 Let S(t) be an exponentially stable semigroup on H with in�n-

itesimal generator A and let Q 2 L(H) be a nonnegative operator. Then the

operator P de�ned by

Pz =

Z +1

0

S�(t)QS(t)zdt
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is well-de�ned and nonnegative and satis�es the equation

hAz; Pzi+ hPz; Azi+ hQz; zi = 0 for all z 2 D(A) (2.6)

Conversely, if P is self-adjoint and satis�es the equation (2.6), P is represented

by the above integral.

Let U and V be Hilbert spaces and B, C; R linear bounded operators be-

longing respectively to the spaces L(U;H); L(H;V ) and L(U;U); where R is

assumed to be an invertible positive operator. Consider the system

dz(t)

dt
= Az(t) +Bu(t); z(0) = z0 2 H:

where A is the in�nitesimal generator of a C0- semigroup S(t); t > 0; on the

Hilbert space H and u 2 L2 (0;1; U) :We recall now the de�nitions of the

stabilizability and detectability.

De�nition 2.12 If there exists an F 2 L(H; U) such that A + BF gener-

ates an exponentially stable C0-semigroup SBF (t); then we say that (A; B) is

exponentially stabilizable.

De�nition 2.13 If there exists L 2 L(V; H) such that A+LC generates an ex-

ponentially stable C0-semigroup SLC(t); then we say that (A;C) is exponentially

detectable.

We have the following result proved in [80].

Theorem 2.14 If the pair (A;C) is detectable then the Riccati equation

hAz; Pzi+ hPz; Azi�


PBR�1B�Pz; z

�
+ hCz;C zi = 0; z 2 D(A); (2.7)
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has at most one nonnegative solution and if P is the solution then the operator

A�BR�1B�P is stable. If, in addition, the pair (A; B) is stabilizable then the

equation (2.7) has exactly one solution.

2.3 Stochastic processes and stochastic di¤eren-

tial equations

A measurable space is a pair (
; F) where 
 is a set and F is a �-�eld, also

called a �-algebra, of subsets of 
: This mean that the family F contains the

set 
 and is closed under the operation of taking complements and countable

unions of its elements.

A probability measure on a measurable space (
; F) is a �-additive function

� from F into [0; 1] such that � (
) = 1: The triplet (
; F ; �) is called a

probability space. If (
; F ; �) is a probability space, we set

F = fA � 
 : 9 B; C 2 F ; B � A � C; � (B) = � (C)g

Then F is a �-�eld, called the completion of F . If F =F , the probability space

(
; F ; �) is said to be complete.

Let (
; F ; �) a complete probability space. A family fFtg ; t � 0, for which

the Ft are sub-�-�elds of F and form an increasing family of �-�elds, is called

a �ltration if Fs � Ft � F for s � t:
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2.3.1 Random variables

In this section we shall collect de�nitions and basic results on random variables

in Hilbert spaces. Let (
; F ; �) be a complete probability space.

De�nition 2.15 The Borel �-�eld of H; B(H) is the smallest �-�eld containing

all closed (or open) subsets of H

De�nition 2.16 An H-valued random variable is a map x : 
 ! H which is

measurable from (
; F) to (H; B(H)). If x is integrable on 
 we de�ne its

expectation by

E(x) =
Z



xd�

Let x : 
! H be a square integrable random variable,.i.e., x 2 L2 (
;H) :

De�nition 2.17 The covariance operator of x is

cov(x) = E((x� E(x)) � (x� E(x)))

where u � v 2 L(H) is de�ned for each u; v 2 L(H) by

(u � v) (h) = u hv; hi ; h 2 H

The covariance operator cov(x) is a self-adjoint nonnegative and nuclear

operator and

tr (cov(x)) = E hx; xi ; E hRx; xi = trRcov(x); R 2 L(H)

where tr: denotes the trace of an operator.
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De�nition 2.18 H-valued random variables x and y are independent if f!; x(!) 2 Ag

and f!; y(!) 2 Bg are independent sets for any Borel sets A; B in B(H). If x

and y are in L1 (
;H) and are independent, then

E (hx; yi) = hE(x); E(y)i

De�nition 2.19 A real-valued random variable x is said to be Gaussian (or

normal), if it has a probability distribution function

Fx(t) =
1

�
p
2�

Z t

�1
e�[(��m)

2=2�2]d�;

for some constants m and � > 0:

The constants m and � represent the mean and the standard deviation,

respectively, of the random variable. A Gaussian random variable with mean

m and variance �2 > 0 will be denoted x 2 @
�
m; �2

�
:

De�nition 2.20 A random variable x 2 L2 (
; �;H) is Gaussian if hx;�ii is

a real Gaussian random variable for all i where f�ig ; i = 1; 2; :: is a complete

orthonormal basis for H:

We have the following inequalities for a Gaussian random variable

Lemma 2.21 Let x be a real Gaussian random variable in H with zero mean

and covariance operator Q: Then

E jxj2n � fact (2n� 1) trace(Q)n; n = 1; 2; :::

where fact (2n� 1) = (2n� 1) (2n� 3) :::3:1 and the equality holds for n = 1:
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Of the many types of convergence one can introduce for random variables

the following

De�nition 2.22 A sequence (xn) of H-valued random variables converges to x

1. in probability if P (kxn � xk > 0)! 0 as n! +1

2. with probability one (w.p.1) if

kxn � xk ! 0 as n! +1 except on a set of measure zero

3. in mean square if

E
�
kxn � xk2

�
! 0 as n! +1

4. in distribution if for every f 2 C(H); the space of bounded real valued

continues functions on H,

Z
H

fd�n !
Z
H

fd� as n! +1

where �n and � are the measures induced on B(H) by xn and x respec-

tively.

2.3.2 Stochastic processes

De�nition 2.23 An H-valued stochastic process is a map x : [t0; T ]�
! H

which is measurable in the product measure on [t0; T ]� 
:

Continuity of stochastic processes is given in the following de�nition

De�nition 2.24 Let x be an H-valued stochastic process on [t0; T ], then
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1. x is continuous in probability if

P (kx(t+ �)� x(t)k > 0)! 0 as � ! 0

2. x is continuous in probability one (w.p.1) if

kx(t+ �)� x(t)k ! 0 as � ! 0 w.p.1

3. x is continuous in mean square if

E
�
kx(t+ �)� x(t)k2

�
! 0 as � ! 0 w.p.1

4. x has continuous sample paths if

P

�
sup

t0�t�T
kx(t+ �)� x(t)k

�
! 0 as � ! 0

Wiener processes are used for modelling white noise disturbances in engi-

neering systems. The following is one of several equivalent de�nitions:

De�nition 2.25 w(t) is an H- valued Wiener process on [0; T ] if it is an H-

valued process on [0; T ] ; such that

w(t)� w(s) 2 L2 (
; �; H) for all s; t 2 [0; T ] and

1. E (w(t)� w(s)) = 0;

2. cov(w(t)� w(s)) = (t� s)W; where W 2 L(H) nonnegative and nuclear,

3. w(s4)�w(s3) and w(s2)�w(s1) are independent whenever 0 � s1 � s2 �

s3 � s4 � T ,

4. w(t) has continuous sample paths on [0; T ] :
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A particular useful representation for a Wiener process is the following ex-

pansion

Lemma 2.26 If w(t) is an H-valued Wiener process, then there exists a com-

plete orthonormal basis feig1i=0 for H; such that

w(t) =
+1X
i=0

�i(t)ei w:p:1 (2.8)

where �i(t) are mutually independent real Wiener process with incremental co-

variance �i and
+1P
i=0

�i < +1:

Lemma 2.27 We have

1. w(t) is Gaussian for each t 2 [0; T ] ;

2. E kw(t)� w(s)k2n � fact (2n� 1) (t�s)n (trW )n ; where the equality holds

for n = 1:

De�nition 2.28 Any linear transformation x from Hilbert space H into L2(
;F ; �)

with values being Gaussian random variables and such that

Ex(h)x(g) = hh; gi ; h; g 2 H

is called white noise.

We have the following theorem established in [6] for H = Rn.

Theorem 2.29 [6] A white noise process x(t), t 2 [0; T ) with T � 1, is the

generalized derivative of a general Wiener process, w(t), in the sense of distri-

butions:

d

dt
w(t) = x(t) or w(t) =

Z t

0

x(s)ds;
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which has a covariance function given by the delta function

Rx(s; t) = �(t� s); s; t 2 [0; T ) :

Consequently, a white noise has the property that the values x(s) and x(t) are

independent for all s 6= t in [0; T ) :

We conclude this section with the following de�nitions.

De�nition 2.30 The �-�eld, P1; generated by sets of the form:

(s; t]�F ; 0 � s < t <1; F 2 Fs and f0g � F , F 2 F0.

is called predictable and its elements are called predictable sets. The restriction

of the �-�eld P1 to [0; T ]� 
; 0� T � 1; will be denoted by PT :

De�nition 2.31 An arbitrary measurable mapping from ([0; T ]� 
; P1) or

([0; T ]� 
; PT ) into (H; B(H)) is called a predictable process.

2.3.3 Stochastic integration

Let fFtg be an increasing family of �-�elds of F . If for arbitrary t 2 [0; T ] the

random variable x(t) is Ft-measurable then x is said to be adapted (to the family

Ftt). Let Y be a real Hilbert space and let B2 ([0; T ]� 
;L(Y;H)) be the space

of L(Y; H)-valued stochastic processes G(t) such that G(t)h; for any h 2 Y; is

strongly measurable and adapted to the �-�eld Ft and E
R T
0

kG(t)k2L(Y;H) dt <

1: We shall de�ne the stochastic integral
TR
0

G(t)dw(t) using the representation

(2.8) of w(t).
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Let wn(t) =
nP
i=1

ei�i(t); then the stochastic integral

yn =

TZ
0

G(t)dwn(t) =
nX
i=1

TZ
0

G(t)eid�i(t)

is well de�ned just as in the scalar case. Then fyng is a Cauchy sequence in

L2 (
; �; Y ) : In fact for any m > n we have

E kym � ynk 2 =
mX

i=n+1

�i

TZ
0

E kG(t)eik 2dt �
mX

i=n+1

�i

Z
0

T

E kG(t)k 2dt

Thus we de�ne the stochastic integral as follows

Z T

0

G(t)dw(t) = lim
n!+1

Z
0

T

G(t)dwn(t) =
+1X
i=1

Z T

0

G(t)eid�i(t)

where the limit is understood in L2 (
; �; Y ) : By an obvious modi�cation
TR
t0

G(t)dw(t)

can be de�ned for any 0 � t0 � t � T: Now we give some properties of the sto-

chastic integral.

Lemma 2.32 [44]Let G(t) 2 B2 ([0; T ]� 
; L(Y; H)) : Then

1. E
 
TR
0

G(t)dw(t)

!
= 0

2. E





TR0G(t)dw(t)







2

=

8>>><>>>:
TR
0

E (trG(t)WG�(t)) dt

TR
0

E (trG�(t)G(t)W ) dt
� trW

TR
0

E kG(t)k 2dt

Lemma 2.33 [44]Let G(t; s) is an L(Y;H) valued process de�ned on [0; T ]�

[0; T ] such that G(t; s)h is strongly measurable for any h 2 Y and Fs-measurable

for any t and h with

TZ
0

TZ
0

E kG(t; s)k2 dsdt < +1
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We have

TZ
0

TZ
0

G(t; s)dw(s)dt =

TZ
0

TZ
0

G(t; s)dtdw(s) w.p.1

where the right hand side is understood in the sense

+1X
i=1

TZ
0

TZ
0

G(t; s)eidtd�i(s)

Remark 2.34 The stochastic integrals can be de�ned for those G(t) with only
TR
0

kG(t)k2 dt <+1 w.p.1.

2.3.4 Stochastic evolution equations

Now let Y;H be real separable Hilbert spaces. We consider the stochastic evo-

lution equation

dz(t) = (Az(t) + f(z(t))) dt+D(z(t))dw(t); z(t0) = z0 (2.9)

where A is the in�nitesimal generator of a strongly continuous semigroup S(t)

on H, w(t) is a Wiener process with covariance operator W in Y , f : H ! H

and D(:):H ! L(Y;H) satisfy Lipschitz conditions

kf(y)� f(z)k � c1 jy � zj ; y; z 2 H; c1 > 0; (2.10)

kD(y)�D(z)k � c2 jy � zj ; y; z 2 H; c2 > 0

Let Ftt be the �-�eld given above. We introduce two concepts of a solution

of (2.9).

De�nition 2.35 z(t) is a strong solution of (2.9) on [t0; T ] if z(t) 2 D(A)

with probability one for all most all t and satis�es the following:
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1. z(t) is in C
�
(t0; T ) ; L

2 (
; �; Y )
�
and

R T
t0
kAz(t)k dt < +1 w.p.1.

2. z(t) is adapted to Ft and has continuous sample paths.

3.

z(t) = z0 +

Z t

t0

Az(s)ds+

Z t

t0

f (z(s)) ds+

Z t

t0

D (z(s)) dw(s) w.p.1

This concept is very strong, so we introduce a weaker concept.

De�nition 2.36 z(t) is a mild solution on [t0; T ] if z(t) 2 C
�
(t0; t1) ; L

2 (
; �; H)
�

and adapted to Ft such that

z(t) = S(t� t0)z0+
Z t

t0

S(t�s)f (z(s)) ds+
Z t

t0

S(t�s)D (z(s)) dw(s) (2.11)

The following theorem has been established in [8].

Theorem 2.37 Let T > t0 > 0 be arbitrary and let z0 be measurable rela-

tive to Ftt with E jz0j2 < 1. Then there exists a unique solution of (2.11) in

C ((t0; t1) ; L
p (
; �; H)) ; p = 2; 4 which is adapted to Ft:

We conclude this section with the following inequality known as Bukholder-

Davis-Gundy inequality.

Theorem 2.38 ([15]) For arbirary p > 0; there exists a constant C = Cp > 0;

such that for any � 2 Lp! ((0; T ) ; H) ; T > 0

E

0@ TZ
0

k�(s)dw(s)kp
1A � CpE

0@ TZ
0

�
k�(s)k2

�
ds

1A
p
2
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2.3.5 Stochastic stability

We consider the stochastic di¤erential equation

dz(t) = Az(t)dt+D(z(t))dw(t); z(0) = z0 2 H (2.12)

and its integrated version

z(t) = S(t)z0 +

Z t

t0

S(t� r)D(z(r))dw(r)

where D 2 L(H; L(Y; H)) and w(t) is a Wiener process in Y with covariance

operator W:

There are a number of possible stability concepts in the study of determinis-

tic systems and we expect many more in the stochastic case. Since the problem

of stability is essentially a problem of convergence for each deterministic sta-

bility de�nition we �nd that there are at least four corresponding stochastic

stability de�nitions. These are generated by the four modes of convergence.

In this thesis we consider only the stability concept based upon convergence in

mean square criterion.

De�nition 2.39 The system (2.12) is said to be mean square stable if there

exist constants M > 0 and ! > 0 such that

E kz(t)k2 �Me�!t kz0k2 ; for any z0 2 H; t � 0:

The following theorem ([12]) is a stochastic version of Datko�s result.

Theorem 2.40 The following statements are equivalent
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1. There exist M > 0 and ! > 0 such that

E kz(t)k2 �Me�!t kz0k2 ; for any z0 2 H; t � 0:

2. There exists a nonnegative linear operator P 2 L(H) such that

2 hAz; Pzi+ h�(P )z; zi = �hz; zi ; z 2 D(A)

where h�(P )z; zi = trD�(z)PD(z)W:

3. For any z0 2 H we have E
R +1
0

kz(t)k2 dt < +1:

Remark 2.41 As in the deterministic case, we say that the system (2.12)

is L2-stable when it is mean square stable. If there exists p � 2 such that

E
R +1
0

kz(t)kp dt < +1; system (2.12) is said to be Lp-stable.
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Chapter 3

Stability radii: De�nition

and characterizations

3.1 Introduction

In this chapter we consider in�nite dimensional systems which are subjected

to N stochastic structured perturbations. At �rst we de�ne the stability radii

of these systems, then we use scaling techniques to derive characterizations of

these radii. These characterizations are given in terms of a Lyapunov equation

which satis�es a number of operator inequalities and the corresponding Lya-

punov inequalities. A computable formula is given for these radii in terms of

this equation. We conclude the chapter by some illustrative examples.
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3.2 System description

Let N 2 N and suppose that A is the in�nitesimal generator of an exponen-

tially stable semigroup S(t) on a real separable Hilbert space H: Moreover let

(Di; Ei)i2N be a given family of operators Di 2 L (Ui;H) ; Ei 2 L (H;Yi) ;

where Ui; Yi are also real separable Hilbert spaces, i 2 N; N = f1; :::; Ng : We

will consider in�nite dimensional uncertain systems described by Ito equations

of the form

dx(t) = Ax(t)dt+
NX
i=1

Di�i (Eix(t)) dwi(t); t > 0 (3.1)

x(0) = x0 (3.2)

k�ikLip < �; i 2 N:

where x0 varies in H and �1; : : : ;�N are unknown Lipschitzian nonlinearities,

(wi(t))t2R+ , i 2 N; are independent zero mean real Wiener processes on a prob-

ability space (
;F ; �) relative to an increasing family (Ft)t2R+ of ��algebras

(Ft)t2R+ � F . Thus if �i > 0 denotes the variance of (wi(t))t2R+ ; we have, for

all t; s 2 R+; t > s;8>><>>:
E (wi(t)) = 0

E (wi(t)� wi(s)) (wj(t)� wj(s)) = �ij�i (t� s) ; i; j 2 N;

where �ij is the Kronecker symbol. The disturbances �i vary in Lip (Yi; Ui) :

The unknown �i represent uncertainty in the state-dependent gains through

which the stationary white noise processes dwi(t) a¤ect the evolution of the

system. The family (Di; Ei)i2N determines the structure of the perturbations
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and � > 0 indicates the overall level of the stochastic disturbances. Altogether

(3.1) describes a set of stochastic systems parametrized by �i 2 Lip (Yi; Ui) ;

i 2 N with norms k�ikLip < �:

The size of each � 2 Lip (Y; U) is measured by the Lipschitz norm

k�kLip = inf f
 > 0; 8 y; ŷ 2 Y : k�(y)��(ŷ)kU � 
 ky � ŷkY g

Let L2!
�
R+; L2 (
; H)

�
the space of predictable stochastic processes z(t) =

(z(t))t2R+ with respect to the ��algebras (Ft)t2R+ � F satisfying

kz(:)k2L2! = E
Z +1

0

kz(t)k2H dt =
Z +1

0

E
�
kz(t)k2H

�
dt < +1

For arbitrary �i 2 Lip (Yi; Ui) ; i 2 N; and any initial state x0 2 H there

exists a unique solution x(:) of (3.1) such that x(0) = x0 [13]: This solution x(:)

is continuous predictable stochastic process such that :

Z T

0

E
�
kx(t)k2H

�
dt < +1; T > 0

3.3 Characterizations of the stochastic stability

radius

Our aim is to determine which bounds � of the perturbations �i ensure that the

stability of the deterministic system dx(t) = Ax(t)dt is preserved under additive

stochastic perturbations of the form
NP
i=1

Di�i (Eix(t)) dwi(t). Let � denote the

combined perturbation operator

� =
NM
1

�i; Y =
NM
1

Yi; U =
NM
1

Ui
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The Lipschitz norm of � is given by

k�kLip = max
i2N

k�ikLip

The maximal � > 0 for which all the systems in (3.1) are L2-stable is called the

stability radius of (3.1) .

De�nition 3.1 The stochastic stability radius of A with respect to the pertur-

bation structure (Di; Ei)i2N and the Wiener process (wi(t))t2R+ is

rw
�
A; (Di; Ei)i2N

�
= inf

8>><>>:




 NL
1
�i






Lip

; �i 2 Lip (Yi; Ui) such that (3.1)

is not stable in mean square

9>>=>>;
The approach used in this thesis to characterize the stochastic stability radius

rw
�
A; (Di; Ei)i2N

�
is based on the following lemma.

Lemma 3.2 Suppose that E 2 L(H; Y ) and

y(t) = ES(t)x0 +
NX
i=1

Z t

0

ES(t� s)Di (vi(s)) dwi(s)

where vi 2 L2!
�
R+; L2 (
; Ui)

�
; i 2 N; and x0 2 H: Then

E
�
ky(t)k2

�
= kES(t)x0k2 +

NX
i=1

�i

Z t

0

E
�
kES(t� s)Divi(s)k2

�
ds; t > 0

Moreover, y(:) 2 L2!
�
R+; L2 (
; Y )

�
and

kyk2L2w =

Z +1

0

E
�
ky(t)k2

�
dt

=

Z +1

0

kES(t)x0k2 dt+
NX
i=1

�i

Z +1

0

E (hDivi(s); PDivi(s)i) ds:

where P 2 L(H) is a self-adjoint nonnegative operator satisfying

2 hPx;Axi+ hEx;Exi = 0; x 2 D(A) (3.3)
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Proof. We have

ky(t)k2 = hy(t); y(t)i

=

* ES(t)x0 +
NP
i=1

R t
0
ES(t� s)Di (vi(s)) dwi(s); ES(t)x0

+
NP
i=1

R t
0
ES(t� s)Di (vi(s)) dwi(s)

+

Set Gi(s) = ES(t� s)Di (vi(s)) ; then

ky(t)k2 = kES(t)x0k2 +
*
ES(t)x0;

NX
i=1

Z t

0

Gi(s)dwi(s)

+

+

*
NX
i=1

Z t

0

Gi(s)dwi(s); ES(t)x0

+
+







NX
i=1

Z t

0

Gi(s)dwi(s)







2

We have

1. E kES(t)x0k2 = kES(t)x0k2

2. E
�
ES(t)x0;

NP
i=1

R t
0
Gi(s)dwi(s)

�
= 0

3. E
 



 NP

i=1

R t
0
Gi(s)dwi(s)





2
!
= E

 *
NP
i=1

R t
0
Gi(s)dwi(s);

NP
j=1

R t
0
Gj(s)dwj(s)

+!

Since the Wiener processes are independent we have

For i = j;

E
��Z t

0

Gi(s)dwi(s);

Z t

0

Gi(s)dwi(s)

��
= �i

Z t

0

E kGi(s)k2 ds

For i 6= j;

E
��Z t

0

Gi(s)dwi(s);

Z t

0

Gj(s)dwj(s)

��
= 0

It follows then that

E

0@





NX
i=1

Z t

0

Gi(s)dwi(s)







2
1A =

NX
i=1

�i

Z t

0

E kGi(s)k2 ds
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Hence

E
�
ky(t)k2

�
= kES(t)x0k2 +

NX
i=1

�i

Z t

0

E kES(t� s)Di (vi(s))k2 ds

We have

kyk2L2! =

Z +1

0

E
�
ky(t)k2

�
dt

=

Z +1

0

kES(t)x0k2 dt+
Z +1

0

 
NX
i=1

�i

Z t

0

E kES(t� s)Di (vi(s))k2 ds
!
dt

Since S(t) is an exponentially stable semigroup, there exist positive constants

! and M such that

kS(t)k �Me�!t

Thus Z +1

0

kES(t)x0k2 dt < +1 (3.4)

For the second term we have

Z t

0

E kES(t� s)Di (vi(s))k2 ds �
Z t

0

kES(t� s)k2 kDik2 E k(vi(s))k2 ds

� M2 kEk2 kDik2
Z t

0

e�2!(t�s)E kvi(s)k2 ds

Set Mi =M2 kEk2 kDik2 : It follows then that

Z +1

0

NX
i=1

�i

Z t

0

E kES(t� s)Di (vi(s))k2 dsdt

�
NX
i=1

�i

Z +1

0

Mi

�Z t

0

e�2!(t�s)E kvi(s)k2 ds
�
dt

�
NX
i=1

�iMi

Z +1

0

�Z +1

s

e�2!(t�s)E kvi(s)k2 dt
�
ds
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hence

Z +1

0

NX
i=1

�i

Z t

0

E kES(t� s)Di (vi(s))k2 dsdt

�
NX
i=1

�iMi

Z +1

0

e2!sE kvi(s)k2
�Z +1

s

e�2!tdt

�
ds

� 1

2!
max

i2f1;:::;Ng
(�iMi)

Z +1

0

E
 

NX
i=1

k(vi(s))k2
!
ds

Thus

NX
i=1

�i

Z +1

0

Z t

0

E kES(t� s)Di (vi(s))k2 dsdt � fM kvk2L2! ;
fM > 0

Using this inequality and inequality (3.4) we deduce that y(:) 2 L2!
�
R+; L2 (
; Y )

�
.

Now we will show the second statement of the Lemma using Fubbini�s Theorem.

We have

Z +1

0

Z t

0

E kES(t� s)Di (vi(s))k2 dsdt

=

Z +1

0

Z +1

s

E kES(t� s)Di (vi(s))k2 dtds

=

Z +1

0

E
�
Di (vi(s)) ;

�Z +1

s

S�(t� s)E�ES(t� s)dt
�
Di (vi(s))

�
ds

=

Z +1

0

E hDi (vi(s)) ; PDi (vi(s)) i ds

where P is the solution of the Lyapunov equation (3.3 ) and it is given by

Px =

Z +1

s

S�(t� s)E�ES(t� s)xdt; x 2 H

The second lemma will be given in terms of the input-output operator

L : L2!
�
R+; L2 (
; U)

�
�! L2!

�
R+; L2 (
; Y )

�
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de�ned by

(Lv)(t) =

0BBBBBB@L
0BBBBBB@

v1

...

vN

1CCCCCCA

1CCCCCCA (t) =
NX
i=1

Z t

0

(ES(t� s)Divi(s)) dwi(s) (3.5)

By the previous lemma, Lv 2 L2!
�
R+; L2 (
; Y )

�
for all v 2 L2!

�
R+; L2 (
; U)

�
:

Lemma 3.3 The linear map L de�ned by (3.5) has the operator norm

kLk =
�
max
i2N

(�i kD�
i PDik)

� 1
2

where P satis�es (3.3).

Proof. Let v 2 L2!
�
R+; L2 (
; U)

�
: By the previous Lemma we have

kLvk2L2! =
NX
i=1

�i

Z +1

0

E (hDivi(s); PDivi(s)i) ds

�
NX
i=1

�i

Z +1

0

E
�
kD�

i PDik kvi(s)k2
�
ds

Thus

kLvk2L2! �
NX
i=1

�i kD�
i PDik

Z +1

0

E
�
kvi(s)k2

�
ds

� max
i2f1;:::;Ng

(�i kD�
i PDik)

Z +1

0

NX
i=1

E
�
kvi(s)k2

�
ds

= max
i2f1;:::;Ng

(�i kD�
i PDik) kvk2L2!

and hence

kLvk2L2!
kvk2L2!

� max
i2f1;:::;Ng

(�i kD�
i PDik) ; for all v 2 L2!

�
R+; L2 (
; U)

�
which implies that

kLk �
�

max
i2f1;:::;Ng

(�i kD�
i PDik)

� 1
2
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Now, we shall show that there exists v0 2 L2!
�
R+; L2 (
; U)

�
such that

kLv0kL2! =
�

max
i2f1;:::;Ng

(�i kD�
i PDik)

� 1
2

or
NX
i=1

�i

Z +1

0

E
�

Div

0
i (s); PDiv

0
i (s)

��
ds = max

i2f1;:::;Ng
(�i kD�

i PDik)

Now suppose that

�
max

i2f1;:::;Ng
(�i kD�

i PDik)
�
= �i0



D�
i0PDi0




Since D�

i0
PDi0 is a self adjoint operator it follows that



D�
i0PDi0



 = � max
kukU=1



u;D�

i0PDi0u
�
U

�
=


vi0 ; D

�
i0PDi0vi0

�
; kvi0kU = 1

We de�ne v0 as follows

v0i (t) = 0; t 2 <+; i 6= i0; v
0
i0(t) = �(:)vi0 ; where �(:) 2 L2

�
<+; <

�
and k�(:)kL2 = 1

Then v0(:) =
�
v0i (:)

�
i2N 2 L

2
!

�
R+; L2 (
; U)

�
; and



v0(:)

2
L2!

=

NX
i=1

Z +1

0

E


v0i (s)

2 ds

=
NX
i=1

Z +1

0



v0i (s)

2 ds
=

Z +1

0

k�(s)vi0k
2
ds

= kvi0k
2
Z +1

0

j�(s)j2 ds

= kvi0k
2
= 1
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and



Lv0

2
L2!

=
NX
i=1

�i

Z +1

0

E
�

Div

0
i (s); PDiv

0
i (s)

��
ds

=
NX
i=1

�i

Z +1

0

�

Div

0
i (s); PDiv

0
i (s)

��
ds

= �i0

Z +1

0

�

�(s)vi0 ; D

�
i0PDi0�(s)vi0

��
ds

= �i0

Z +1

0

j�(s)j2


D�

i0PDi0



 ds
= �i0



D�
i0PDi0



Z +1

0

j�(s)j2 ds

Thus 

Lv0

2
L2!
= �i0



D�
i0PDi0



 = � max
i2f1;:::;Ng

(�i kD�
i PDik)

�
We conclude that

kLk =



Lv0


L2!

kv0kL2!
=

�
max
i2N

(�i kD�
i PDik)

� 1
2

Let � 2 (0;+1)N ; � = (�1; �2; :::; �N ) ; then the perturbed system (3.1)

remains unchanged if we replace Di; Ei; �i with D
�i
i ; E

�i
i ; �

�i
i ; where

D�i
i = ��1i Di; E

�i
i = �iEi; �

�i
i (:) = �i�i(�

�1
i :); i 2 N: (3.6)

More precisely, every solution of the perturbed system (3.1) is also a solution of

the scaled perturbed system

x(t) = S(t)x0 +

NX
i=1

Z t

0

S(t� s)D�i
i �

�i
i (E

�i
i x(s)) dwi(s); t > 0: (3.7)
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The input-output operator L� : L2!
�
R+; L2 (
; U)

�
�! L2!

�
R+; L2 (
; Y )

�
of the system

�
A; (D�i

i ; E
�i
i )i2N

�
is given by

(L�v)(t) =

0BBBBBB@L
�

0BBBBBB@
v1

...

vN

1CCCCCCA

1CCCCCCA (t)

=

NX
i=1

Z t

0

0BBBBBB@
E�11

...

E�nn

1CCCCCCAS(t� s)D�i
i vi(s)dwi(s); t > 0

Although the solutions of the perturbed system (3.1) and of the scaled system

(3.7) are the same and do not depend on �; the input-output operator of the

scaled system L� does change with � and we will use this added freedom to

get a complete characterization of the stability radius. First we obtain a lower

bound.

Theorem 3.4 Suppose that there exist � = (�i)i2N 2 (0;+1)N ; P (�) 2

L+(H) satisfying

2 hPx; Axi+ hE(�)x; E(�)xi = 0; x 2 D(A) (3.8)

I � (�=�j)2�jD�
jP (�)Dj � 0; j 2 N (3.9)

where hE(�)x; E(�)xi =
NP
i=1

�2i hEix;Eixi : Then rw
�
A; (Di; Ei)i2N

�
� �

Proof. Let � =
NM
1

�i such that �i 2 Lip (Yi; Ui), i 2 N; and k�kLip < �;

and suppose that � 2 (0;+1)N ; P (�) 2 L+(H) are such that (3.8) and (3.9)

hold. The unique solution (3:1) with initial condition x(0) = x0 satis�es the
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scaled equation (3.7). Let u�ii (t) = �
�i
i (y

�i
i (t)) ; y

�i
i (t) = E�ii x(t); t > 0 and

E(�) =

0BBBBBB@
E�11

...

E�nn

1CCCCCCA ; y�(t) =

0BBBBBB@
y�11 (t)

...

y�nn (t)

1CCCCCCA ;

u�(t) =

0BBBBBB@
u�11 (t)

...

u�nn (t)

1CCCCCCA ; �� =
NM
1

��ii ; t > 0:

We have

y�(t) = E (�)S(t)x0 +

NX
i=1

Z t

0

E (�)S(t� s)D�i
i u

�i
i (s)dwi(s); t > 0: (3.10)

For every T>0, de�ne the truncations u�ii; T 2 L2!
�
R+; L2 (
; Ui)

�
; i 2 N; and

u�T 2 L2!
�
R+; L2 (
; U)

�
by

u�ii; T (t) =

8>><>>:
u�ii (t) = �

�i
i (y

�i
i (t)) if t 2 [0; T ] ;

0 if t > T;

u�T (t) =

0BBBBBB@
u�11;T (t)

...

u�nn;T (t)

1CCCCCCA :

Then

ku�T k
2
L2w

=

Z +1

0

E (ku�T (t)k)
2
dt =

Z T

0

E (ku�T (t)k)
2
dt

=

Z T

0

E
 

NX
i=1



u�i;T (t)

2
!
dt

=

Z T

0

 
NX
i=1

Z





u�i;T (t; w)

2 d�(!)
!
dt

=

Z T

0

 
NX
i=1

Z



k��ii (y
�i
i (t; w))k

2
d�(!)

!
dt
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It follows that

ku�T k
2
L2w

�
Z T

0

 
NX
i=1

Z



k��ii k
2
Lip ky

�i
i (t; w)k

2
d�(!)

!
dt

�
Z T

0

 
NX
i=1

k��ii k
2
Lip

Z



ky�ii (t; w)k
2
d�(!)

!
dt

� max
i2f1;:::;Ng

k��ii k
2
Lip

Z T

0

 
NX
i=1

E ky�ii (t)k
2

!
dt

= k��k2Lip
Z T

0

�
E ky�(t)k2

�
dt

Hence

ku�T k
2
L2w
� k��k2Lip

Z +1

0

E (ky�(t)k)2 dt (3.11)

Now de�ne y�T as the output of the system
�
A; (D�i

i ; E
�i
i )i2N

�
generated by

the input u�T with initial condition x(0) = x0: Then

y�T (t) = E (�)S(t)x0 + L
�u�T (t); t > 0: (3.12)

which implies that Z T

0

E ky�(t)k2 dt
! 1

2

� ky�T kL2w

� kE (�)S(t)x0k+ kL�k ku�T kL2w

Using (3.11) we obtain Z T

0

E ky�(t)k2 dt
! 1

2

� kE (�)S(t)x0k+ kL�k k��k
 Z T

0

E (ky�(t)k)2 dt
! 1

2

(3.13)

now condition (3.9) implies that

1�
�
�

�j

�2
�j


D�

jP (�)Dj



 � 0; for all j 2 N:
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Thus

max
j2f1;:::;Ng

�j




�D�j
j

��
P (�)

�
D�j
j

�


 � ��2

By Lemma 3.3, it follows that

kL�k2 � ��2

Now since k�kLip = k��kLip < �; the operator L��� is a truncation on

L2!
�
R+; L2 (
; Y )

�
with �=kL�k k��kLip < 1: From (3.13) we get that Z T

0

E ky�(t)k2 dt
! 1

2

� (1� �)�1 kE (�)S(t)x0k for all T > 0;

Therefore y� 2 L2!
�
R+; L2 (
; Y )

�
and u� = ��(y�) 2 L2!

�
R+; L2 (
; U)

�
:

By Lemma 3.2, the solution x(:) of (3.7) belongs to L2!
�
R+; L2 (
; H)

�
: We

conclude then that rw
�
A; (Di; Ei)i2N

�
� �:

Remark 3.5 1. From the above it follows that

rw
�
A; (Di; Ei)i2N

�
� sup

�2(0; +1)N

�
max
j2N



��j=�2j�D�
jP (�)Dj



��1=2 :
2. If instead of � in (3.9) , the condition is satis�es with �, then we obtain

rw
�
A; (Di; Ei)i2N

�
> �:

A similar result can be obtained if we replace the Lyapunov equation (3.8)

by the corresponding Lyapunov inequality.

Corollary 3.6 Suppose that there exist � 2 (0;+1)N ; P 2 L+(H) satisfying

2 hPx; Axi+ hE(�)x; E(�)xi � 0; x 2 D(A) (3.14)

I � (�=�j)2�jD�
jPDj � 0 (resp. I � (�=�j)2�jD�

jPDj � 0); j 2 N (3.15)
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Then rw
�
A; (Di; Ei)i2N

�
� � (resp. rw

�
A; (Di; Ei)i2N

�
> �): In this case

the Lyapunov equation (3.8) has a solution P0 2 L+(H) such that P � P0:

Proof. Because S(t) is exponentially stable there exists a solution P0 of the

Lyapunov equation (3.8). Set X = P � P0; then

2 hXx; Axi � 0; x 2 D(A)

Applying Lemma 2.1 in [9] we obtain that X � 0; thus P � P0: Hence con-

ditions (3.8) and (3.9) are satis�ed. By applying Theorem 3.4 we deduce that

rw
�
A; (Di; Ei)i2N

�
� �:

For all i; j 2 N , de�ne the operator Hij 2 L(Uj) by

Hijuj = �j

Z +1

0

D�
jS

�(t)E�i EiS(t)Djujdt:

Let J � N and �J 2 (0; 1)J where (0; 1)J = f(�j)j2J ; �j 2 (0; 1) for all j 2 Jg :

The operator

P (�J) =

Z +1

0

S�(t)

 X
i2J

�2iE
�
i Ei

!
S(t)dt:

is the unique solution of the Lyapunov equation

2 hPx; Axi+
*
x;
X
i2J

�2iE
�
i Eix

+
= 0; x 2 D(A): (3.16)

Then

(�j=�
2
j )D

�
jP
�
�J
�
Djuj =

X
i2J

(�i=�j)
2
Hijuj ; j 2 J:

An important characterization of the stability radius
�
r!
�
A; (Di; Ei)i2N

��
will be given in the next theorem. This is done by adopting an approach similar

to the one used in the �nite dimensional case [39]. This approach is based
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on a result on a minimax problem for quadratic forms. Since the structure of

the perturbations is bounded then this result can be generalized to the in�nite

dimensional case and as a consequence of this result we have the following lemma

(for the proof see Appendix B).

Lemma 3.7 Let �̂ = inf
�2(0; +1)N

max
j2N





� NP
i=1

(�i=�j)
2
Hij

�



 : There exist a sub-
set J � N and, for every � > 0; a vector � 2 (0; +1)N ; such that






 
NX
i=1

(�i=�j)
2
Hij

!




 � �̂+ �; j 2 N;





 X
i2J

(�i=�j)
2
Hij

!




 = �̂; j 2 J:

By constructing a destabilizing perturbation � which norm is equal to �̂�1=2

we will show that rw
�
A; (Di; Ei)i2N

�
= �̂�1=2 . Notice that this result was

given in [38] without proof.

Theorem 3.8 Let
�
A; (Di; Ei)i2N

�
and (wi(t))i2N be as above. Then the as-

sociated stability radius is given by

rw
�
A; (Di; Ei)i2N

�
= sup

�2(0; +1)N

�
max
j2N



��j=�2j�D�
jP (�)Dj



��1=2 (3.17)

where P (�) is the unique solution of (3.8). If rw
�
A; (Di; Ei)i2N

�
< +1 there

exists a minimum norm destabilizing perturbation � =
NM
1

�i; k�kLip=rw
�
A; (Di; Ei)i2N

�
:

Moreover there exist a subset J � N and a scaling vector �J 2 (0; 1)J such

that

rw
�
A; (Di; Ei)i2N

�
= rw

�
A; (Di; Ei)i2J

�
(3.18)

=

�
max
j2J



��j=�2j�D�
jP
�
�J
�
Dj



��1=2
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where P (�J) 2 L+(H) is the unique solution of (3.16).

Proof. We have �̂ = inf
�2(0; +1)N

max
j2 �N



��j=�2j�D�
jP (�)Dj



 :
1. If �̂ = 0; it follows from Theorem 3.4 that rw

�
A; (Di; Ei)i2N

�
= +1:

Hence (3.17) is satis�ed. Moreover

EjS(t)Dj = 0; t > 0; j 2 N:

so (3.18) is satis�ed for every singleton J = fjg � N and all �J 2 (0; 1)J :

2. If �̂ > 0; we show that rw
�
A; (Di; Ei)i2N

�
� �̂�1=2 by constructing a

destabilizing perturbation �: For every � 2 (0; 1)N ; let �(�) be the largest �

for which (3.8) has a solution P (�) 2 L+(H) satisfying (3.9). For all � � �(�);

we have

I � (�=�j)2�jD�
jP (�)Dj � 0; j 2 N

this implies that

� �
�
max
j2N

�
�j=�

2
j

� 

D�
jPDj



��1=2 ; for any j 2 N
Hence

�(�) =

�
max
j2N



��j=�2j�D�
jP (�)Dj



��1=2
Thus

sup
�2(0; +1)N

�2(�) = �̂�1

By Lemma 3.7, there exist J � N and a vector �J = (�j)j2J 2 (0; 1)J such

that

�̂ =






X
i2J

(�i=�j)
2
Hij






 = 

��j=�2j�D�
jP
�
�J
�
Dj



 ; j 2 J:
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where P (�J) 2 L+(H) is the unique solution of (3.16). Let v0j 2 U;


v0j

U = 1;

j 2 J such that




X
i2J

(�i=�j)
2
Hij






 =

*
v0j ;

X
i2J

(�i=�j)
2
Hijv

0
j

+
=



v0j ;

�
�j=�2j

�
D�
jP
�
�J
�
Djv

0
j

�
= �̂

It follows that



v0j ;

�
�j=�2j

�
�̂�1D�

jP
�
�J
�
Djv

0
j

�
= 1; for all j 2 J

Setting �̂ = �̂�
1
2 ; we obtain



v0j ;

�
�j=�2j

�
�̂2D�

jP
�
�J
�
Djv

0
j

�
= 1; j 2 J (3.19)

De�ne for j 2 N the perturbation �j 2 Lip (Yj ; Uj) by8>><>>:
�j(yj) = �̂ kyjk v0j ; j 2 J; yj 2 Yj

�j(yj) = 0 ; j 2 NnJ:

Then k�jkLip = �̂; j 2 J: It follows then that k�kLip = �̂ where � =
NL
1
�i:

We will show that for this � the system (3.1) cannot be stable. Assume that

this is not the case. Let x0 2 H the solution x(:) of (3.1) satis�es

x(t) = S(t)x0 +
X
j2J

Z t

0

S(t� s)D�i
j �

�i
j

�
E�jj x(s)

�
dwj(s); t > 0: (3.20)

where D�j
j ; E

�j
j ; and ��jj are de�ned in (3.6). Set y�jj = E

�j
j x; then y�jj 2

L2!
�
R+; L2 (
; Yj)

�
; j 2 J: Now for all j 2 J we have

�
�j
j (yj) = �j�j(�

�1
j yj)

= �̂ kyjk v0j ; yj 2 Yj ; j 2 J:
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De�ne y�J and E�J by

y�J =
�
y
�j
j

�
j2J ; E

�Jx =
�
E
�j
j x
�
j2J ;

Then

y�J (t) = E�JS(t)x0 +
X
j2J

Z t

0

E�JS(t� s)D�j
j �

�j
j

�
y
�j
j (s)

�
dwj(s); t > 0

= E�JS(t)x0 + �̂
X
j2J

Z t

0

E�JS(t� s)D�j
j v0j




y�jj (s)


 dwj(s); t > 0
By applying Lemma 3.2 to this equation we obtain

Z 1

0

E ky�J (t)k2 dt =

Z 1

0

kE�JS(t)x0k2 dt

+�̂2
X
j2J

�j

Z t

0

E
D
D
�j
j v0j




y�jj (s)


 ; P ��J�D�j
j v0j




y�jj (s)


E ds
=

Z 1

0

kE�JS(t)x0k2 dt

+�̂2
X
j2J

�j=�
2
j



v0j ; D

�
jP
�
�J
�
Djv

0
j

� Z 1

0

E



y�jj (s)


2 ds

By (3:19) we get

Z 1

0

E ky�J (t)k2 dt =
Z 1

0

kE�JS(t)x0k2 dt+
Z 1

0

E ky�J (s)k ds

for all x0 2 H: This identity implies that Ej = 0 for every j 2 J; hence P (�J) =

0, thus �̂ = 0: Therefore neither of the stochastic system (3.1) nor (3.20) is

L2-stable. It follows that

rw
�
A; (Di; Ei)i2N

�
� rw

�
A; (Di; Ei)i2J

�
�

�
max
j2J



��j=�2j�D�
jP
�
�J
�
Dj



��1=2
= �̂�1=2
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By Remark 3.5 it follows that rw
�
A; (Di; Ei)i2J

�
� �̂�1=2: In conclusion we

have

rw
�
A; (Di; Ei)i2N

�
� rw

�
A; (Di; Ei)i2J

�
�

�
max
j2J



��j=�2j�D�
jP
�
�J
�
Dj



��1=2
� rw

�
A; (Di; Ei)i2N

�

Remark 3.9 1. Using Lemma 3.3, we deduce from (3.17) that

rw
�
A; (Di; Ei)i2N

�
= sup

�2(0; +1)N
kL�k�1 = rw

�
A; (D�i

i ; E
�i
i )i2N

�
2. In the deterministic case, the stability radii for complex and real multi-

perturbations are, in general di¤erent. This is not the case in the stochastic

one. From the above proof, we see that the destabilizing perturbation does

not depend on the choice of the �eld K: Thus the real and stability radii

coincide.

3. In the deterministic case, the complex stability radius was characterized in

terms of a parametrized Riccati equation (see [35]). In the stochastic case,

we proved in the above theorem that the stability radius is characterized

just in terms of a single Lyapunov equation without parameters.

The above Theorem enables us to obtain the following result.

Corollary 3.10 Let � > 0 such that rw
�
A; (Di; Ei)i2N

�
> �: Then there exist
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�i > 0; i 2 N; and P 2 L+(H) such that

2 hPx; Axi+ hE(�)x; E(�)xi = 0; x 2 D(A);

I � (�=�j)2�jD�
jPDj � 0; j 2 N: (3.21)

Proof. Let �0 2
�
�; rw

�
A; (Di; Ei)i2N

��
: It follows from Theorem 3.8,

that there exists � 2 (0; 1)N such that

�0 <

�
max
j2N



��j=�2j�D�
jP (�)Dj



��1=2
where P (�) is the solution of the equation (3.8). This implies that

��2 >


��j=�2j�D�

jP (�)Dj



 ; for all j 2 N .
Thus

�j (�=�j)
2
D�
jP (�)Dj � I; j 2 N :

Therefore P (�) satis�es the equation (3.8) and the condition (3.21).

The following corollary gives a characterization of the stability radius with

the strict Lyapunov inequality

2 hPx; Axi+ hE(�)x; E(�)xi < 0; x 2 D(A) (3.22)

Corollary 3.11 Let � > 0 such that rw
�
A; (Di; Ei)i2N

�
> �: Then the in-

equality (3.22) has a solution P 2 L+(H); P � 0 for some � 2 (0;+1)N which

satis�es I � (�=�j)2�jD�
jPDj � 0; j 2 N:

Proof. Let � > 0 such that rw
�
A; (Di; Ei)i2N

�
> �: By the previous proof

there exists � 2 (0; 1)N such that

�j (�=�j)
2
D�
jP (�)Dj � I; j 2 N;
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where P (�) is the solution of the equation (3.8). Hence

�j (�=�j)
2
D�
j

�Z +1

0

S�(t)E�(�)E(�)S(t)dt

�
Dj � I; j 2 N :

This implies that there exists " > 0 such that

�j (�=�j)
2
D�
j

�Z +1

0

S�(t) (E�(�)E(�) + "I)S(t)dt

�
Dj � I; j 2 N :

Set P =
R +1
0

S�(t) (E�(�)E(�) + "I)S(t)dt; then P � 0 satis�es

2 hPx; Axi+ hx; (E�(�)E(�) + "I)xi = 0; x 2 D(A)

I � �j (�=�j)2D�
jPDj � 0; j 2 N:

3.4 Examples

In this section we give some examples in which we illustrate the useful of The-

orem 3.8 to calculate the stochastic stability radius.

3.4.1 Stability radius of some partial di¤erential equations

Example 3.12 Consider the stochastic heat equation

dz(t; x) =
@2z(t; x)

@x2
dt+

NX
i=1

�i(z(t; x))d!i(t); 0 < x < 1; t > 0(3.23)

z(0; x) = z0(x); 0 < x < 1

z(t; 0) = z(t; 1) = 0; t � 0

where �i 2 Lip(L2(0; 1)) and !i are independent Wiener processes of variance

�i:System (3.23) can be formulated as an abstract di¤erential equation on the
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space H = L2(0; 1) of the form

dz(t) = Az(t)dt+
NX
i=1

�i(z(t))d!i(t); t > 0 (3.24)

z(0) = z0

where the operator A de�ned by

Ah =
@2h

@x2
with D(A) = H2(0; 1) \H1

0 (0; 1)

is the in�nitesimal generator of an exponentially stable C0-semigroup S(t) given

by (see [8])

S(t)h =
+1X
n=1

e�nt hh;�ni�n; �n = �n2�2 and �n =
p
2 sin (n�x) ; n > 1:

(3.25)

Since in this example Di = Ei = I; for all i 2 f1; :::; Ng, it follows from

Theorem (3.8) that

r!
�
A; (Di; Ei)i2N

�
= sup

�2(0;+1)N

�
max
j2N

�
�j=�

2
j

�
kP (�)k

�� 1
2

(3.26)

where P (�) is the unique solution of the Lyapunov equation

2 hPAz; zi+
NX
i=1

�2i hz; zi = 0; z 2 D(A):

For all z 2 D(A) we have

2 hPAz; zi+
NX
i=1

�2i hz; zi = 0, 2 hPAz; zi+ � hz; zi = 0; � =
NX
i=1

�2i

The unique solution of this equation is

P (�)z = �

+1Z
0

S�(t)S(t)zdt; z 2 H
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Since A is self-adjoint then

P (�)z = �

+1Z
0

S2(t)zdt = �

+1Z
0

S(2t)zdt; for all z 2 H:

Using (3.25) we obtain

P (�) z = �

+1Z
0

+1X
n=1

e2�nt hz;�ni�ndt

= �
+1X
n=1

0@Z +1

0

e2�ntdt

1A hz;�ni�n
= ��

+1X
n=1

1

2�n
hz;�ni�n

Hence

P (�)z =

 
nX
i=1

�2i

!
+1X
n=1

1

n2�2
sin (n�x)

Z 1

0

z(s) sin (n�s) ds

From (3.26) we get

r!
�
A; (Di; Ei)i2N

�
= sup

�2(0;+1)N
min

j2f1;:::;Ng

��
�j=
p
�j

�
kP (�)k�

1
2

�
We can show that

kP (�)k = hP (�)�1;�1i =
�

2�2

Hence

r!
�
A; (Di; Ei)i2N

�
= sup

�2(0;+1)N

 
min

j2f1;:::;Ng

 �
�j=
p
�j

�s2�2
�

!!

= sup
�2(0;+1)N

0@ min
j2f1:::;;Ng

0@0@�j=
vuut NX

i=1

�2i

1A p
2�p
�j

1A1A
= min

j2f1;:::;Ng

 p
2�p
�j

!

Therefore

r!
�
A; (Di; Ei)i2N

�
= min

i2f1;:::;Ng

(p
2�p
�i

)
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If N = 1; �1 = 1 and �(z(t)) = cz(t) where c is an uncertain real parameter,

then we deduce from the above analysis that the system (3.24) is mean square

stable provided that jcj <
p
2�: The same result was obtained by Ichikawa [44]

using a stochastic version of Lyapunov Theorem.

Example 3.13 We consider the following second order system

@2y(t; x)

@t2
=

@2y(t; x)

@x2
� 
 @y(t; x)

@t
+�1(y(t; x))

:
!1(t) + �2(

@y(t; x)

@t
)
:
!2(t);

t > 0; 0 < x < 1 (3.27)

y(0; x) = y0(x);
@y(0; x)

@t
= y1(x); 0 < x < 1

y(t; 0) = y(t; 1) = 0; t > 0

where 
 is a given positive constant, �1 2 Lip(H1
0 (0; 1); L

2(0; 1)), �2 2 Lip(L2(0; 1); L2(0; 1))

and !i(t) , i = 1; 2; are two independent Wiener processes with variance �i: In

order to represent the system (??) as an abstract ordinary di¤erential equation,

we de�ne

z =

0BB@ y

@y
@t

1CCA ; H = H1
0 (0; 1)� L2(0; 1)

Let I1 and I2 be respectively the identity operator in L(H1
0 (0; 1)) and L(L

2(0; 1)).

Let A : L2(0; 1)! L2(0; 1) be de�ned as

Ay = �@
2y

@x2
; for y 2 D(A) = H1

0 (0; 1) \H2(0; 1)

Next we introduce the operators A
 : H ! H de�ned by

A
z =

0BB@ 0 I2

�A �
I2

1CCA z; for z 2 D(A
) = D(A)�H1
0 (0; 1)
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E1 : H ! H1
0 (0; 1) de�ned by

E1 =

�
I1 0

�

E2 : H ! L2(0; 1) de�ned by

E2 =

�
0 I2

�

D : L2(0; 1)! H de�ned by

D =

0BB@ 0

I2

1CCA
With the above notations, we rewrite (??) in the following abstract form on the

space H = H1
0 (0; 1)� L2 (0; 1)

dz(t) = A
z(t)dt+
2X
i=1

D�i(Eiz(t))d!i(t) (3.28)

A
 generates an exponentially stable semigroup S
(t) (see [67]). Applying The-

orem 3.8 we get

r!
�
A
 ; (Di; Ei)i=1;2

�
= sup

�2(0;+1)2

�
max
j2f1;2g

�

��j=�2j�D�P (�)D


��� 1

2

where P (�) is the unique solution of the Lyapunov equation

2 hA
z; P zi+
2X
i=1

�2i hEiz;Eizi = 0; z 2 D(A
)

At �rst we shall solve this equation. Let z 2 D(A
) and set z =

0BB@ x

y

1CCA ; we

have

2 hA
z; P zi+
2X
i=1

�2i hEiz;Eizi = 0, 2 hA
z; P zi+ �21 hAx; xi+ �22 hy; yi = 0
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Set P (�) =

0BB@ P1 P2

P3 P4

1CCA : Since P (�) is self-adjoint then P1; P4 are self-adjoint

operators and P3 = P �2A: Then

hA
z; P ziH =

*0BB@ 0 I

�A �
I

1CCA
0BB@ x

y

1CCA ;

0BB@ P1 P2

P2A P4

1CCA
0BB@ x

y

1CCA
+
H

=

*0BB@ y

�Ax� 
y

1CCA ;

0BB@ P1x+ P2y

P2Ax+ P4y

1CCA
+
H

=
D
A1=2y;A1=2 (P1x+ P2y)

E
L2(0;1)

+ h�Ax� 
y; P2Ax+ P4yi
L2(0;1)

= hAy; P1xiL2(0;1) + hAy; P2yiL2(0;1) � hAx; P2AxiL2(0;1)

�hAx; P4yiL2(0;1) � 
 hy; P2AxiL2(0;1) � 
 hy; P4yiL2(0;1)

Replacing in the Lyapunov equation we obtain

2(hAy; P1xiL2(0;1) + hAy; P2yiL2(0;1) � hAx;P2AxiL2(0;1) � hAx; P4yiL2(0;1)

�
 hy; P2AxiL2(0;1) � 
 hy; P4yiL2(0;1)) + �21 hAx; xiL2(0;1) + �22 hy; yiL2(0;1) = 0

hence�
�21 hAx; xiL2(0;1) � 2 hAx; P2AxiL2(0;1)

�
+ 2(hAy; P1xiL2(0;1) � hAx; P4yiL2(0;1)�


 hy; P2AxiL2(0;1))� 2
 hy; P4yiL2(0;1) + 2 hAy; P2yiL2(0;1) + �22 hy; yiL2(0;1) = 0
(3.29)

For

8>>>>>><>>>>>>:
P1 =

�
�21=2

�

A�1 +

��
�21 + �

2
2

�
=2

�
I

P2 =
�
�21=2

�
A�1

P4 =
��
�21 + �

2
2

�
=2

�
I
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equation (3.29) holds. We deduce that

P (�) =

0BB@
�
�21=2

�

A�1 +

��
�21 + �

2
2

�
=2

�
I
�
�21=2

�
A�1�

�21=2
�
I

��
�21 + �

2
2

�
=2

�
I

1CCA
Since D�P (�)D = P4; it follows that

r!
�
A
 ; (Ei; Di)i=1;2

�
= sup

�2(0;+1)2

�
max
j2f1;2g

�

��j=�2j� ���21 + �22� =2
� I

��� 1
2

Hence

r!
�
A
 ; (Ei; Di)i=1;2

�
= min

i2f1;2g

�p
2
=
p
�i

�
In the particular case where �2(

@y(t;x)
@t ) = 0, �1(y(t; x)) = c@y(t;x)@t where c

is an uncertain real parameter and �1 = 1; we deduce from the value of r!�
A
 ; (Ei; Di)i=1;2

�
that the system (??) is L2-stable for all c satisfying jcj <

p
2
. This bound is larger than0@ 4�2


4�2 + 

�

 +

p

2 + 4�2

�
1A 1

2

obtained by Curtain in [7].

3.4.2 Stability radius of some delay equations

Let b be a positive number and r1; :::; rk, be real numbers satisfying

�b = rk < rk�1 < ::: < r1 < r0 = 0

Consider the perturbed linear delay di¤erential equation8>>>>>><>>>>>>:

dx(t) =

�
A0x(t) +

kP
i=1

Aix(t+ ri)

�
dt+�(x(t)) dw(t); t > 0

x(0) = v;

x(t) = h (t) ; � b � t < 0:

(3.30)
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where Ai 2 L(RN ); i = 1; :::; k; v 2 RN , h 2 L2
�
�b; 0; RN

�
; � 2 L(RN ) and

w(t) is a real Wiener process. Taking the space H =M2

�
�b; 0; RN

�
= RN �

L2
�
�b; 0; RN

�
and the new state z(t) =

0BB@ x(t)

x(t+ r)

1CCA in H and the operator

Az = A

0BB@ y(0)

y

1CCA =

0BB@ A0y(0) +
kP
i=1

Aiy(ri)

dy
dr

1CCA
with domain

D(A) =

8>><>>:
0BB@ y(0)

y

1CCA ; y; abs. cont. and y0 2 L2 ��b; 0; RN�
9>>=>>;

the system (3.30) can be formulated as an abstract di¤erential equation8>><>>:
dz(t) = Az(t)dt+D�E(z(t))dw(t);

z(0) = z0

(3.31)

on the state space H; where D =

2664 IRN

0

3775 ; E = � IH 0

�
:

Suppose that A generates an exponentially stable semigroup. Our objective

is to calculate the stability radius rw (A; (D; E)) : By Theorem 3.8

r! (A; (D; E)) = sup
�2(0;+1)

��
�=�2

�
kD�P (�)Dk

�� 1
2

where P (�) is the unique solution of the Lyapunov equation

2 hP (�)Az; zi+ �2 hE�Ez; zi = 0; z 2 D(A):
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Using Theorem A.4, the nonnegative solution P (�) 2 L(H) is given by

P (�) =

2664 P00 P01

P10 P11

3775 ; where P00 2 L(RN ); P01 2 L �L2 ��b; 0; RN� ; RN� ;
P10 2 L

�
RN ; L2

�
�b; 0; RN

��
and P11 2 L

�
L2
�
�b; 0; RN

��
:

P00 is characterized by the equation

P00A0 +A
�
0P00 + P10(0) + P10(0)

� + �2I = 0; P00 = (P00)
� � 0: (3.32)

P10 is characterized in the following way:

�
P10y

0
�
(r) = P10(r)y

0; y0 2 RN (3.33)

where the map

r 7�! P10(r) : [�b; 0] �! L(RN ) (3.34)

is piecewise absolutely continuous with jumps at � = ri of height A�iP00;

i = 1; :::; k � 1: Moreover the map (3.34) is itself characterized by the

di¤erential equation

dP10
dr

(r) = P10(r)A0 +
k�1X
i=1

A�iP00�(r � ri) + P11(r; 0); (3.35)

ae. in [�b; 0] ;

P10 (�b) = A�kP00;

where �(r � ri) is the �-function at r = ri:

P01 is obtained from P10 :

P01y
1 =

Z 0

�b
P10(r)

�y1(r)dr; y1 2 L2
�
�b; 0; RN

�
: (3.36)
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P11 is characterized in the following way:

�
P11y

1
�
(r) =

Z 0

�b
P11(r; �)y

1(�)d�

where the map

(r; �) 7�! P11(r; �) : [�b; 0]� [�b; 0] �! L(RN ) (3.37)

is piecewise absolutely continuous in each variable with jumps of height

A�iP10 (�)
�at r = ri; i = 1; :::; k � 1 (resp. P10 (r)Aj at � = rj ; j =

1; :::; k � 1): Moreover the map P11(r; �) is the solution of�
@

@r
+

@

@�

�
P11(r; �) =

k�1X
i=1

A�iP10 (�)
�
�(r � ri) +

k�1X
i=1

P10 (r)Ai�(� � rj)

(3.38)

with boundary conditions

P11 (�b; �) = A�kP10 (�)
�
; P11 (r;�b ) = P10 (r)Ak; (3.39)

and symmetry property P11 (r; �) = P11 (�; r)
�
: The solution of the

above di¤erential system is

P11 (r; �) =

8>><>>:
P10(r � � � b)Ak; r > �

A�kP10(� � r � b)�; r < �

+
k�1X
i=1

8>><>>:
A�iP10(� � r + ri)�; � b � � � r + ri; ri < r

0; otherwise

+
k�1X
j=1

8>><>>:
P10(r � � + rj)Aj ; � b � r � � + rj ; rj < �

0; otherwise
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For � = 0; we obtain

P11 (r; 0) = A�kP10(�r � b)� (3.40)

+
k�1X
i=1

8>><>>:
A�iP10(�r + ri)�; � b � �r + ri; ri < r

0; otherwise

+
k�1X
j=1

8>><>>:
P10(r + rj)Aj ; � b � r + rj ; rj < 0

0; otherwise

P10 is then the solution of the di¤erential equation

dP10
dr

(r) = P10(r)A0 +
k�1X
i=1

A�iP00�(r � ri) +A�kP10(�r � b)�

+
k�1X
i=1

8>><>>:
A�iP10(�r + ri)�; � b � �r + ri; ri < r

0; otherwise
(3.41)

+
k�1X
j=1

8>><>>:
P10(r + rj)Aj ; � b � r + rj ; rj < 0

0; otherwise
;

P10 (�b) = A�kP00;

Because of the di¢ culty in resolving this di¤erential equation we shall calculate

the stability radius rw (A; (D; E)) in the case of one delay for a scalar and a

two dimensional system.

Example 3.14 Consider the scalar delay system8>><>>:
dx(t) = (�a0x(t) + a1x(t� b)) dt+�(x(t))dw(t); t � 0

x(0) = x0; x(s) = 0; � b � s < 0

(3.42)

where a0; a1; b > 0, � is a Lipschitzian function and w(t) is a scalar wiener

process with variance �: If a0 > a1; then the zero of

�(�) = �+ a0 � a1e��b
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is negative, so the operator A, corresponding to this system, generates an expo-

nentially stable semigroup (see Theorem A.2). The di¤erential equation (3.41)

corresponding to this system is

dP10
dr

(r) = �a0P10(r) + a1P10(�r � b); in [�b; 0] (3.43)

P10 (�b) = a1P00 (3.44)

By deriving (3.43) we get

d2P10
dr2

(r) = �a0 (�a0P10(r) + a1P10(�r � b))

�a1 (�a0P10(�r � b) + a1P10(� (�r � b)� b))

=
�
a20 � a21

�
P10(r)

We obtain then the following second order boundary problem

d2P10
dr2

(r) =
�
a20 � a21

�
P10(r) (3.45)

dP10
dr

(0) = �a0P10(0) + a1P10(�b) (3.46)

P10 (�b) = a1P00 (3.47)

P10(0) is then given by

P10(0) = a1

�
2�e�b + a1e

2�b � a1
(� � a0) + (� + a0) e2�b

�
P00; � =

q
(a20 � a21) (3.48)

Equation (3.32) is then equivalent to

�2a0P00 + 2P10(0) + �2 = 0

Using (3.48) we obtain

�2a0P00 + 2a1P00
�

2�e�b + a1e
2�b � a1

(� � a0) + (� + a0) e2�b

�
+ �2 = 0
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Hence

P00 = �
�2

2
K�1; K =

�
�a0 + a1

2�e�b + a1e
2�b � a1

(� � a00) + (� + a0) e2�b

�

The stability radius is then given by

r! (A; (D; E)) = sup
�2(0;+1)

��
�=�2

�
kD�P (�)Dk

�� 1
2 = sup

�2(0;+1)

��
�=�2

�
kP00k

�� 1
2

It follows that

r! (A; (D; E)) =

p
2p
�
K

1
2

We conclude that the stability radius of the system (3.42) is given by

r! (A; (D; E)) =

p
2p
�
K

1
2 ; K =

�
�a0 + a1

2�e�b + a1e
2�b � a1

(� � a0) + (� + a0) e2�b

�
:

Hence for all � such that k�k <
p
2p
�
K

1
2 ; the system (3.42) is stable. Let �

such that �x(t) = hg(cx(t)); where g is a Lipschitzian function with Lipschitz

constant M; h; c 2 R and � = 1: If M2 < 2 (a0 � a1) =h2c2; we can show that

k�k2 < 2K; it follows that the system (3.42) is stable, which is the same result

established in [46].

Now we consider the following system treated in [76].

Example 3.15 Consider the following delay system8>><>>:
dx(t) = A0x(t) +A1x(t� 1) + �(x(t))dw(t)

x(t) = '(t); t 2 [�1; 0]
(3.49)

where A0 =

2664 �2 1

�1 �4

3775 ; A1 =
2664 �0:1 �0:5

0:2 0:6

3775 ;and � is a Lipschitzian

function. We have
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�(�) = det
�
�I �A0 �A1e��

�
The zero of det(� (�)) is negative, so the operator A , corresponding to this

system, generates an exponentially stable semigroup. The di¤erential equation

(3.41) corresponding to this system is equivalent to

dP10
dr

(r) = P10(r)A0 +A
�
1P

�
10(�r � 1); in [�1; 0] (3.50)

P10 (�1) = A�1P00

By deriving (3.50) we get

d2P10
dr2

(r) = P10(r)A
2
0 +A

�
1P10(r)A1 +A

�
1P10(�r � 1)A0 �A�1A�0P �10(�r � 1)

(3.51)

Set P10 (r) =

2664 f1 (r) f2 (r)

f2 (r) f3 (r)

3775, and suppose that f2 = f1+f3
2 ; then

P10(�r � 1)A0 �A�0P �10(�r � 1) = 0

Equation (3.51) is then equivalent to:

d2P10(r)

dr2
=

2664 2: 99f1 + 6: 04f2 � 0:04f3 �6: 05f1 + 15: 16f2 � 0:12f3

�0:05f1 + 3: 16f2 + 5: 88f3 �0:25f1 � 5: 4f2 + 14: 64f3

3775
(3.52)

Since f2 =
f1+f3
2 ; equation (3:52) yields:8>><>>:

d2f1(r)
dr2 = 6: 01f1 + 2: 98f3

d2f3(r)
dr2 = �2: 95f1 + 11: 94f3
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Set z(r) =

0BB@ f1 (r)

f3 (r)

1CCA, hence
d2z(r)

dr2
=Mz(r) (3.53)

where M =

2664 6: 01 2: 98

�2: 95 11: 94

3775. The matrix M can be decomposed as follows

M = P1DP
�1
1 ; where D =

2664 8: 96 0

0 8: 99

3775 and P1 =

2664 1:010 2 1

1 1

3775
Therefore (3.53) is equivalent to

d2z(r)

dr2
= P1DP

�1
1 z(r)

Set y(r) =

0BB@ y1 (r)

y2 (r)

1CCA = P�11 z(r), then y(r) satisfy the following second order

di¤erential equation

d2y(r)

dr2
= Dy(r)

Thus 8>><>>:
y1(r) = c1e

p
8: 96 + c2e

�
p
8: 96

y2(r) = c3e
p
8: 99 + c4e

�
p
8: 99

(3.54)

To obtain c1; c2; c3;and c4; we use the following boundary conditions8>><>>:
P10(�1) = A�1P00

dP10(0)
dr = P10 (0)A0 +A

�
1P

�
10 (�1)

By setting P00 =

2664 a1 a2

a2 a3

3775, these conditions yield the linear system SC = V;

where
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S =

266666666664

5: 063 2� 10�2 20: 155 0:049 87 20: 052

0:050 12 19: 952 0:049 87 20: 052

6: 049 4 1: 642 2� 10�3 5: 998 3 1: 667 1� 10�3

5: 988 2 1: 574 1� 10�3 5: 998 3 1: 667 1� 10�3

377777777775
; C =

0BBBBBBBBBB@

c1

c2

c3

c4

1CCCCCCCCCCA
and

V =

0BBBBBBBBBB@

4: 285 8� 10�2a1 + 5: 714 2� 10�2a3

�0:357 15a1 + 0:457 15a3

4: 571 5� 10�2a3 � 3: 571 5� 10�2a1

0:145 72a3 � 0:135 72a1

1CCCCCCCCCCA
The solution of this system is given by

C =

0BBBBBBBBBB@

c1

c2

c3

c4

1CCCCCCCCCCA
=

0BBBBBBBBBB@

1: 631 9a1 � 1: 631 9a3

1: 966 4a1 � 1: 966 4a3

�1: 651 7a1 + 1: 653 4a3

�1: 974 3a1 + 1: 979 3a3

1CCCCCCCCCCA
Using (3:54) ; we get8>><>>:

f1(r) = 1: 010 2
�
c1e

p
8: 96r + c2e

�
p
8: 96r

�
+ c3e

p
8: 99r + c4e

�
p
8: 99r

f3(r) = c1e
p
8: 96� + c2e

�
p
8: 96r + c3e

p
8: 99r + c4e

�
p
8: 99r

(3.55)
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Substituting the expressions of c1; c2; c3 and c4 in (3:55) we get8>>>>>>>>>><>>>>>>>>>>:

f1(r) = 1: 010 2
�
(1: 631 9a1 � 1: 631 9a3) e

p
8: 96r + (1: 966 4a1 � 1: 966 4a3) e�

p
8: 96r

�
+(�1: 651 7a1 + 1: 653 4a3) e

p
8: 99r + (�1: 974 3a1 + 1: 979 3a3) e�

p
8: 99r

f3(r) = (1: 631 9a1 � 1: 631 9a3) e
p
8: 96r + (1: 966 4a1 � 1: 966 4a3) e�

p
8: 96r

+(�1: 651 7a1 + 1: 653 4a3) e
p
8: 99r� + (�1: 974 3a1 + 1: 979 3a3) e�

p
8: 99r

From which we obtain8>><>>:
f1(0) = 0:009 a1 � 0:002 3a3

f3(0) = 0:034 4a3 � 0:027 7a1
(3.56)

and since f2 =
f1+f3
2 ; it follows that

f2(0) = 0:016 05a3 � 0:009 35a1 (3.57)

These expressions will be used to obtain P00 the solution of the following alge-

braic equation:

P00A0 +A
�
0P00 + P10(0) + P

�
10(0) + �

2E�E = 0

Using (3:56) and (3:57) we obtain

a1=0:167 04�
2; a2 = 0:167 04�

2; a3 = 0:167 04�
2

We deduce that :

P00 = 0:167 04�
2

2664 1 1

1 1

3775
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Let us now calculate the stability radius associated to this system

rw (A; (D; E)) = sup
�>0

��
�=�2

�
kD�P (�)Dk

��1
2

= sup
�>0

�
�=
p
�
�0BB@










�
I 0

�2664 P00 P01

P10 P11

3775
0BB@ I

0

1CCA









1CCA

�1
2

Therefore

rw (A; (D; E)) =
1p
�
(0:167 04)

� 1
2 (2)

� 1
2

= 1: 223 4

p
2p
�

Hence for any � such that k�k < 1: 223 4
�p
2=
p
�
�
; the system (3.49) is stable.

For � such that �(x(t))=

2664 �0:1 cosx1(t)

�0:1 cosx2(t)

3775 and � = 1, we have k�kLip �

0:1 <
�p
2=
p
�
�
1: 223 4; we deduce that system (3.49) is stable. We can show

the same result using the results of [76].
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Chapter 4

Maximizing the stochastic

stability radius by state

feedback

4.1 Introduction

In this chapter we consider controlled stochastic systems described by Ito equa-

tions of the form

dx(t) = Ax(t)dt+
NX
i=1

Di�i (Eix(t)) dwi(t) +Bu(t)dt; t 2 <+ (4.1)

x(0) = x0 2 H (4.2)
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where u takes its values in the real separable Hilbert space Z, B 2 L(Z;H) and

the other operators are as in the previous Chapter. In addition we assume that

(A; B) is stabilizable. Our aim is to characterize the supremum of the stability

radii which can be achieved by linear state feedback u = Fx, where F 2 L(H;

Z): Let

F =

8>><>>:
F 2 L(H;Z); A+BF is the in�nitesimal generator of

an exponentially stable semigroup SF (t)

9>>=>>;
and de�ne

r!
�
A; (Di; Ei)i2N

�
= sup

�
r!
�
A+BF ; (Di; Ei)i2N

�
; F 2 F

	
We follow the approach developed in [22] to investigate this problem. For

all F 2 F , � 2 (0; +1)N and " > 0 consider the Lyapunov inequality

2 hP (A+BF )x; xi+ hE(�)x; E(�)xi+ "2 hFx; Fxi � 0; x 2 D(A) (4.3)

with

I � �2
�
�j=�j

2
�
D�
jPDj � 0; j 2 N (4.4)

where

hE(�)x; E(�)xi =
NX
i=1

�2i hEix; Eixi

4.2 Conditions of suboptimality

In order to establish conditions for the existence of suboptimal controllers u(t) =

Fx(t) such that F 2 F and � < r!
�
A+BF ; (Di; Ei)i2N

�
; for � > 0; we need

the following lemmas.
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This lemma is of technical interest.

Lemma 4.1 Let � 2 (0; 1)N and " > 0: If there exists P 2 L+(H) such that

2


Px;

�
A� "�2BB�P

�
x
�
+ "�2 hPBB�Px; xi+

hE(�)x; E(�)xi � 0; x 2 D(A) (4.5)

I � �j (�=�j)2D�
jPDj � 0; j 2 N; (4.6)

then A" = A� "�2BB�P generates an exponentially stable semigroup and � �

r!
�
A"; (Di; Ei)i2N

�
:

Proof. Consider the initial value problem8>><>>:
d
dtx(t) = A"x(t)

x(0) = x0

(4.7)

For x0 2 D(A"); V (x) = hx; Pxi is di¤erentiable and

d

dt
V (x(t)) = 2 hPA"x; xi

From the inequality (4.5) we obtain

d

dt
V (x(t)) � �"�2 hPBB�Px; xi � hE(�)x;E(�) xi

� �"�2 hPBB�Px; xi

Thus
TZ
0

:

V (x(t))dt � �"�2
TZ
0

hPBB�Px(t); x(t)i dt

Hence

V (x(T ))� V (x(0)) � �"�2
TZ
0

kB�Px(t)k2 dt
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Using the fact that P � 0 we get

"�2
TZ
0

kB�Px(t)k2 dt � V (x0); for all T > 0

Therefore

"�2
+1Z
0

kB�Px(t)k2 dt � k kx0k2

which implies that B�Px(t) 2 L2 (R+; Z) : The solution x(t) of the system (4.7)

is given by

x(t) = S(t)x0 � "�2
tZ
0

S(t� s)BB�Px(s)ds

We have

kx(t)k � kS(t)x0k+ "�2




Z t

0

S(t� s)BB�Px(s)ds






� Me�!t kx0k+ "�2M kBk
Z t

0

e�!(t�s) kB�Px(s)k ds

from which we get

kx(t)k2 � 2M2 kx0k2 e�2!t + 2"�4M2 kBk2
�Z t

0

e�!(t�s) kB�Px(s)k ds
�2

� K1e
�2!t +K2

Z t

0

e�2!(t�s) kB�Px(s)k2 ds

where

K1 = 2M
2 kx0k2 ; K2 = 2"

�4M2 kBk2

It follows then thatZ +1

0

kx(t)k2 dt � K1

Z +1

0

e�2!tdt+K2

Z +1

0

�Z t

0

e�2!(t�s) kB�Px(s)k2 ds
�
dt

ThusZ +1

0

kx(t)k2 dt � K1=2! +K2

Z +1

0

�Z +1

s

e�2!(t�s) kB�Px(s)k2 dt
�
ds

� K1=2! +K2

Z +1

0

kB�Px(s)k2 e2!s
�Z +1

s

e�2!tdt

�
ds
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which implies that

Z +1

0

kx(t)k2 dt � K1=2! +
K2

2!

Z +1

0

kB�Px(s)k2 ds

SinceB�Px(t) 2 L2 (R+; Z), we deduce that x(t) belongs to the space L2 (R+;H) :

Now inequality (4.5) implies that

2 hPA"x; xi+ hE(�)x;E(�) xi � �"�2 kB�Px(t)k2

Therefore, we have

2 hPA"x; xi+ hE(�)x;E(�) xi � 0

I � �2
�
�j=�j

2
�
D�
jPDj � 0; j 2 N

F" = �"�2B�P 2 F

Applying Corollary 3.6 we get that � � r!
�
A"; (Di; Ei)i2N

�
and if the inequal-

ity (4.6) is strict, we obtain � < r!
�
A"; (Di; Ei)i2N

�
:

The following lemma is of basic importance for the approach used to inves-

tigate the maximization problem.

Lemma 4.2 Let � 2 (0;+1)N , " > 0 and F 2 F : If the inequality (4.3) has a

solution P0 2 L+(H) satisfying condition (4.4), then F0 = �"�2B�P0 2 F and

� � r!
�
A+BF0; (Di; Ei)i2N

�
: Moreover, there exists P1 2 L+(H) such that

2 hP1 (A+BF0)x; xi+ hE(�)x; E(�)xi+ "�2 hP0BB�P0x; xi = 0; x 2 D(A)

I � �2
�
�j=�j

2
�
D�
jP1Dj � 0; j 2 N

P1 � P0
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Proof. For all x 2 D(A); we have

2 hP0 (A+BF )x; xi+ hE(�)x;E(�) xi+ "2 hFx; Fxi

= 2 hP0Ax; xi+ hE(�)x; E(�)xi+ 2 hP0BFx; xi+ "2 hFx; Fxi

Set F 0 = "F + "�1B�P0: Then

hF 0x; F 0xi = "2 hFx; Fxi+hFx; B�P0xi+hB�P0x; Fxi+"�2 hB�P0x; B�P0xi

Since P0 is a solution of (4.3) it follows that

2 hP0Ax; xi+ hE(�)x; E(�)xi� "�2 hB�P0x; B�P0xi+ hF 0x; F 0xi � 0 (4.8)

Set A0 = A+BF0; where F0 = �"�2B�P0; then

2 hP0A0x; xi = 2 hP0Ax; xi � 2"�2 hP0BB�P0x; xi

The inequality (4.8) implies that

2 hP0A0x; xi � � hE(�)x;E(�) xi � "�2 hP0BB�P0x; xi � hF 0x; F 0xi

Thus

2 hP0A0x; xi+ "�2 hP0BB�P0x; xi+ hE(�)x;E(�)xi � 0 (4.9)

Applying Lemma 4.1 we conclude that F0 2 F and � � r!
�
A0; (Di; Ei)i2N

�
.

Now since P0 is a solution of the inequality (4.9), then it satis�es the following

inequality

2 hP0A0x; xi+
D
~E(�)x; ~E(�) x

E
� 0

where ~E(�) =

2664 E(�)

"�1B�P0

3775 : By Corollary 3.6, there exists P1 2 L+(H) such
that

2 hP1A0x; xi+
D
~E(�)x; ~E(�) x

E
= 0
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with P1 � P0: Therefore

2 hP1A0x; xi+ "�2 hx; P0BB�P0 xi+ hE(�)x;E(�) xi = 0

and

I � �2
�
�j=�j

2
�
D�
jP1Dj � 0; j 2 N

Applying this lemma iteratively we show in the following theorem that there

exists P 2 L+(H) such that

2 hAx;Pxi+ hE(�)x;E(�)xi � "�2 hx; PBB�Pxi = 0; ((SARE)")

x 2 D(A)

I � �2
�
�j=�

2
j

�
D�
jPDj � 0; j 2 N

Theorem 4.3 Let F 2 F : Suppose that there exist � 2 (0;+1)N and " >

0 such that the Lyapunov inequality (4.3) has a solution P0 2 L+(H) which

satis�es condition (4.4). Then the Riccati equation (SARE)" has a solution

P 2 L+(H) satisfying

I � �2
�
�j=�j

2
�
D�
jPDj � 0; j 2 N

F" = �"�2B�P 2 F

� � r!
�
A� "�2BB�P ; (Di; Ei)i2N

�
Proof. Applying the above lemma iteratively we construct a sequence of
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linear operators (Pk)k2@ 2 L+(H) which satisfy

2 hPk+1Akx; xi+ hE(�)x;E(�) xi+ "�2 hx; PkBB�Pk xi = 0; x 2 D(A)

I � �2
�
�j=�j

2
�
D�
jPk+1Dj � 0; j 2 N

Pk+1 � Pk

where P0 is the solution of the inequality (4.3) and Ak = A� "�2BB�Pk: Since

(Pk)k2@ is a decreasing sequence and it is bounded from below by 0, the limit

as k ! +1 exists (see [53]). Let P = lim
k!+1

Pk; then

2 hPA"x; xi+ hE(�)x;E(�) xi+ "�2 hx; PBB�P xi = 0; x 2 D(A)

I � �2
�
�j=�j

2
�
D�
jPDj � 0; j 2 N

where A" = A� "�2BB�P: Using Lemma 4.1 we deduce that F" = �"�2B�P 2

F and � � r!
�
A� "�2BB�P ; (Di; Ei)i2N

�
. Finally since

2 hPA"x; xi+ hE(�)x;E(�) xi+ "�2 hx; PBB�P xi

= 2 hPAx; xi+ hE(�)x;E(�) xi � "�2 hx; PBB�P xi

then P satis�es the Riccati equation (SARE)":

Now we will use the above results to establish conditions for the existence

of suboptimal controllers.

Proposition 4.4 Let � > 0: Suppose that there exists F 2 F such that � <

r!
�
A+BF ; (Di; Ei)i2N

�
: Then there exist � 2 (0; 1)N , " > 0 such that the

Riccati equation (SARE)" has a solution P 2 L+(H) satisfying

I � �2
�
�j=�j

2
�
D�
jPDj � 0; j 2 N

F" = �"�2B�P 2 F

83



Proof. Since � < r!
�
A+BF ; (Di; Ei)i2N

�
, there exists �0 such that � <

�0 < r!
�
A+BF ; (Di; Ei)i2N

�
: Hence there exists � 2 (0;+1)N such that

�0 �
�
max
j2N



��j=�2j�D�
jP (�)Dj



��1=2
where P (�) is the solution of the equation

2 hP (A+BF )x; xi+ hE(�)x;E(�) xi = 0; x 2 D(A):

Thus

� <

�
max
j2N



��j=�2j�D�
jP (�)Dj



��1=2
or

��2 >

�
max
j2N



��j=�2j�D�
jP (�)Dj



�
Hence for all j 2 N; we have

��2 >


��j=�2j�D�

jP (�)Dj




from which we deduce that

I � �2
�
�j=�j

2
�
D�
jP (�)Dj � 0; j 2 N;

This implies that

�j (�=�j)
2
D�
j

�Z +1

0

S�F (t)E
�(�)E(�)SF (t)dt

�
Dj � I; j 2 N :

where SF (t) is the semigroup generated by (A+BF ) : Let �j = �j (�=�j)
2 and

P0 the solution of the Lyapunov equation

2 hPAFx; xi+ hFx; F xi = 0; x 2 D(A)
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For all " > 0 such that "2 < (1� �M) =�M0; withM = max
j2N



D�
jP (�)Dj



 and
M0 = max

j2N



D�
jP0Dj



 ; we have
"2�max

j2N



D�
jP0Dj



 < 1� �max
j2N



D�
jP (�)Dj




It follows that

"2�


D�

jP0Dj



 < 1� � 

D�
jP (�)Dj



 ; for all j 2 N:
Using the fact that



D�
jP (�)Dj



 = sup
u 6=0



D�
jP (�)Dju; u

�
kuk2

and


D�

jP0Dj



 = sup
u 6=0



D�
jP0Dju; u

�
kuk2

we get, for all j 2 N; that

kuk2 > �
�

D�
jP (�)Dju; u

�
+ "2



D�
jP0Dju; u

��
; for all u 6= 0:

Thus

kuk2 > �


D�
j

�
P (�) + "2P0

�
Dju; u

�
; for all u 6= 0:

Set P" = P (�) + "2P0: Then

kuk2 > �


D�
jP"Dju; u

�
; for all u 6= 0:

Hence

I � �D�
jP"Dj � 0; for all j 2 N:

We deduce that there exists " > 0 such that P" � 0 and

2 hP"(A+BF )x; xi+


x;
�
E�(�)E(�) + "2F �F

�
x
�
= 0; x 2 D(A);

I � �j (�=�j)2D�
jP"Dj � 0; j 2 N:
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Applying Theorem 4.3 to deduce that there exists X 2 L+(H) which satis�es

2 hAx; Xxi+ hE(�)x; E(�)xi � "�2 hx;XBB�X xi = 0; x 2 D(A);

I � �j (�=�j)2D�
jXDj � 0; j 2 N:

and for which F" = �"�2B�X 2 F :

Proposition 4.5 Let �; " > 0: Suppose that the Riccati equation (SARE) " has

a solution P in L+(H) such that I � �2
�
�j=�j

2
�
D�
jPDj � 0; j 2 N; for some

� 2 (0;+1)N : Then F" = �"�2B�P 2 F and � � r!
�
A+BF"; (Di; Ei)i2N

�
:

Proof. Since P is a solution of the Riccati equation (SARE) ", then

2


P
�
A� "�2BB�P

�
x; x

�
+ hE(�)x;E(�) xi

+ "�2 hx; PBB�P xi = 0; x 2 D(A);

I � �2
�
�j=�j

2
�
D�
jPDj � 0; j 2 N:

From Lemma 4.1 we obtain F" = �"�2B�P 2 F and � � r!
�
A+BF"; (Di; Ei)i2N

�
:

As a consequence of the above propositions we characterize the supremal

achievable stability radius via the Riccati equation (SARE) " as follows.

Corollary 4.6 We have

r!
�
A; (Di; Ei)i2N

�
= sup

8>>>>>><>>>>>>:
� > 0;There exist � 2 (0;+1)N and " > 0

such that (SARE) " has a solution P 2 L+(H)

with I � �2
�
�j=�

2
j

�
D�
jPDj � 0 for all j 2 N

9>>>>>>=>>>>>>;
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4.3 Examples

Example 4.7 Consider the controlled heat equation corresponding to (3.24)

dz(t) = Az(t)dt+
NX
i=1

Di�i(Ei(z(t)))d!i(t) +Bu(t)dt; 0 < x < 1; t > 0

z(0) = z0

where B = I and u(:) 2 L2loc(0;+1;H)

Let � 2 (0;+1)N and " > 0: The Riccati equation (SARE) " corresponding to

this system is

2 hAz; P zi+
NX
i=1

�2i hz; zi � "�2 hPz; P zi = 0; z 2 D(A) (4.10)

Suppose we can express the solution P of (4.10) by

Pz =
+1X
n;j=1

Pnj hz;�ni�j ; z 2 H

Then since

Az =
+1X
n=1

�n hz;�ni�n; z 2 D(A)

(4.10) becomes

2
+1X
n;j=1

�jPnj hz;�ni hz;�ji+
 

NX
i=1

�2i

!
+1X
n=1

hz;�ni2

� "�2
+1X
n;j=1

+1X
l=1

PnjPlj hz;�ni hz;�li = 0; z 2 D(A)

For z = �k; k � 1; we get

2�kPkk + � � "�2P 2kk = 0; � =
 

NX
i=1

�2i

!
:
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Because we search for the solutions of (4.10) in L+(H), we can assume P to be

of the form

Pz =
+1X
k=1

Pk hz;�ki�k; z 2 H; where Pk = "2
�
�k +

p
�k

�
and �k = �2k+"

�2�:

Now we show that I � �2
�
�j=�j

2
�
P � 0; 8j 2 f1; :::; ng ; for any � > 0: Let

z 2 H; we have


�
I � �2

�
�j=�j

2
�
P
�
z; z
�
=

+1X
i=1

�
1� �2

�
�j=�j

2
�
Pi
�
hz;�ii2

hence I � �2
�
�j=�j

2
�
P � 0 if and only if 1 � �2

�
�j=�j

2
�
Pi � 0, 8i � 1: Let

j 2 f1; :::; ng ; for all i � 1 we have

1��2
�
�j=�j

2
�
Pi � 0, �2 � "�2

�
�2j=�j

��
�i +

q
�2i + "

�2�

��1
, for any " > 0:

But

�
�i +

q
�2i + "

�2�

��1
=

�
�i �

q
�2i + "

�2�

�
�
�2i � �2i � "�2�

� = �"2��1
�
�i �

q
�2i + "

�2�

�

Thus

1� �2
�
�j=�j

2
�
Pi � 0, �2 � ��1

�
�2j=�j

��
��i +

q
�2i + "

�2�

�

which implies that r! = +1:

This result can also be established directly as follows. Let A
 = A � 
IH ;


 > 0: we have

hA�z; zi = h(A� �I) z; zi = hAz; zi � � hz; zi � ��2 kzk2 � � kzk2

thus hA�z; zi � �
�
�2 + �

�
kzk2 ; 8z 2 D(A): By Corollary 1 in [44], there exists

! > 0 such that kS�(t)k2 � exp (�!t) ; t > 0; hence S� is exponentially stable.
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Therefore, proceeding as for Example 3.12 we can show that

r!(A
 ; (Di; Ei)i=1;n) = min
j2N

s
2 (
 + �2)

�j

Now since fF
 = �
I; 
 > 0g � F ; we have

sup
�
r!(A
 ; (Di; Ei)i2N ); 
 > 0

	
� r!(A; (Di; Ei)i2N )

and this implies r!(A; (Di; Ei)i2N ) = +1:

Example 4.8 Consider the controlled version of Example 3.13

dz(t) = A
z(t)dt+

2X
i=1

D�i(Eiz(t))d!i(t) +Bu(t); 
 > 0

where B =

0BB@ 0

I2

1CCA : Let

K=
�
F� : F� =

�
0 ��I

�
; � > 0

�
; and A0 = A
 �BF


Since K � F then

sup
n
r!
�
A�; (Di; Ei)i=1;2

�
; � > 0

o
� r!(A0; (Di; Ei)i=1;2)

From Example 3.13, we have

r!
�
A�; (Di; Ei)i=1;2

�
= min

np
2�=
p
�1;

p
2�=
p
�2

o
Thus

sup
�>0

n
min

np
2�=
p
�1;

p
2�=
p
�2

oo
= +1

Hence r!(A0; (Di; Ei)i2N ) = +1:
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We will prove this result using Corollary 4.6. The Riccati equation (SARE) "

for this example is

2 hA
z; P zi+
2X
i=1

�2i hEiz;Eizi � "�2 hPz;BB�P zi = 0; z 2 D(A
): (4.11)

Suppose that a solution P of (4.11) can be expressed as

P =

0BB@ P1 P2

P3 P4

1CCA
Since P 2 L+(H) then P1 and P2 are self-adjoint and P3 = P �2A: Let z =0BB@ x

y

1CCA ; x 2 D
�
A1=2

�
and y 2 L2 (0; 1) ; we will calculate each term of the

Riccati equation (4.11). For the �rst term we have

hA
z; PziH =

*0BB@ y

�Ax� 
y

1CCA ;

0BB@ P1x+ P2y

P3x+ P4y

1CCA
+
H

=
D
A1=2y;A1=2 (P1x+ P2y)

E
L2(0;1)

+ h�Ax� 
y; P3x+ P4yiL2(0;1)

= hAy; P1xi
L2(0;1)

+ hAy; P2yi
L2(0;1)

� hAx; P3xiL2(0;1)

�
 hy; P4yiL2(0;1) � hAx;P4yiL2(0;1) � 
 hy; P3xiL2(0;1)

The second term is equivalent to

2X
i=1

�2i hEiz;Eizi = �21 hx; xiD(A1=2) + �
2
2 hy; yiL2(0;1)

= �21 hAx; xiL2(0;1) + �
2
2 hy; yiL2(0;1)
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and the third term is

hPz;BB�P zi =

*0BB@ P1x+ P2y

P3x+ P4y

1CCA ;

0BB@ 0

P3x+ P4y

1CCA
+

= hP3x+ P4y; P3x+ P4yi

= hP3x; P3xi+ 2 hP3x; P4yi+ hP4y; P4yi

Hence the Riccati equation (4.11) is equivalent to

2 hAy; P1xi+ 2 hAy; P2yi � 2 hAx; P3xi � 2
 hy; P4yi

�2
 hy; P3xi � 2 hAx; P4yi+ �21 hAx; xi+ �22 hy; yi

�"�2 hP3x; P3xi � 2"�2 hP3x; P4yi � "�2 hP4y; P4yi = 0

It follows that

2 hAy; P1xi+ 2 hP3y; yi � 2 hAx;P3xi � 2
 hy; P4yi

�2
 hy; P3xi � 2 hAx;P4yi+ �21 hAx; xi+ �22 hy; yi

�"�2 hP3x; P3xi � 2"�2 hP3x; P4yi � "�2 hP4y; P4yi = 0

For z =

0BB@ x

0

1CCA ; x 2 D(A); we get

�2 hAx;P3xi+ �21 hAx; xi � "�2 hP3x; P3xi = 0 (4.12)

For z =

0BB@ 0

y

1CCA ; y 2 D(A1=2); we get

2 hP3y; yi � 2
 hy; P4yi+ �22 hy; yi � "�2 hP4y; P4yi = 0 (4.13)
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It follows that

2 hAy; P1xi�2
 hy; P3xi�2 hAx; P4yi�2"�2 hP3x; P4yi = 0; For all (x; y) 2 D(A)�D(A1=2)

(4.14)

Assume that we can represent the operators P1; P2; P4 in the basis �i(x) =

p
2 sin (�ix) ; as follows

P1x =
+1X
i;j=0

�ij hx;�ji�i

P3x =
X
i;j=0

�ij hx;�ji�i

P4x =

+1X
i;j=0

�ij hx;�ji�i

Let x 2 D(A); we have

P3x =
+1X

i;j=0

�ij hx;�ji�i

and since Ax =
+1P
n=0

� �n hx;�ni�n; �n = �n2�2; n � 0; it follows that

hAx; P3xi =
+1X

i;j=0

��ij�j hx;�ji hx;�ii

hAx; xi =
+1X
j=0

��j hx;�ji2

hP3x; P3xi =
+1X

i;j;k=0

�ik�ij hx;�ji hx;�ki

Replacing these expressions in the equation (4.12) we obtain

+2
+1X
i;j=0

�ij�j hx;�ji hx;�ii��21
+1X
j=0

�j hx;�ji2�"�2
+1X

i;j;k=0

�ik�ij hx;�ji hx;�ki = 0

For x = �n; n � 0; we get

2�nn�n � �21�n � "�2
+1X
i=0

�in�in = 0
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Let P3 such that �in = 0; for i 6= n; then �nn satis�es

2�nn�n � �2�n � "�2�2nn = 0

The solutions of this equation are

�(1)nn = "2
�
�n +

p
�0n

�
; �(2)nn = "2

�
�n �

p
�0n

�
;with �0n = �2n � "�2�21�n

Since the solution P 2 L+(H); it follows that

�nn = "2
�
�n +

p
�0n

�
; n � 1

Now we calculate P4: Let y 2 D
�
A1=2

�
; we have

P3y =
X
i=0

�ii hy;�ii�i; hP4y; yi =
+1X
i;j=0

�ij hy;�ji hy;�ii

and

hP4y; P4yi =
*

+1X
i;j=0

�ij hy;�ji�i
+1

;
X
l;k=0

�lk hy;�ki�l

+
=

+1X
i;j;k=0

�ik�ij hy;�ji hy;�ki

Replacing these expressions in the equation (4.13) we obtain

2
X
i=0

�ii hy;�ii
2�2


+1X
i;j=0

�ij hy;�ji hy;�ii+�22
+1X
i=0

hy;�ii2�"�2
+1X

i;j;k=0

�ik�ij hy;�ji hy;�ki = 0

For x = �n; n � 1;we get

2�nn � 2
�nn + �22 � "�2
+1X
i=0

�in�in = 0

Let P4 such that �in = 0; for i 6= n; then �nn satis�es

2�nn � 2
�nn + �22 � "�2�2nn = 0

The solutions of this equation are

�(1)nn = �"2
�

 +

p
�00n

�
; �(2)nn = "2

�
�
 +

p
�00n

�
with �00n = 
2+"�2

�
2�nn + �

2
2

�
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Since the solution P 2 L+(H); it follows that

P4y =
+1X
i=1

"2
�
�
 +

p
�00n

�
hy;�ii

It remains to �nd P1: Let

0BB@ x

y

1CCA 2 D(A)�D(A1=2); we have

hAy; P1xi =
+1

�
X
i=0

�ij�i hy;�ii hx;�ji

hAx; P4yi =
+1

�
X
i=0

�ii�i hx;�ii hy;�ii

hy; P3xi =
*
y

+1

;
X
i=0

�ii hx;�ii�i

+
=

+1X
i=0

�ii hx;�ii hy;�ii

and

hP3x; P4yi =
+1X
i=0

�ii�ii hx;�ii hy;�ii

Replacing these expressions in the equation (4.14) we obtain

�2
+1X
i;j=0

�ij�i hy;�ii hx;�ji � 2

+1X
i=0

�ii hx;�ii hy;�ii

+2

+1X
i=0

�ii�i hx;�ii hy;�ii � 2"�2
+1X
i=0

�ii�ii hx;�ii hy;�ii = 0

For x = y = �n; n � 1; we obtain

�2�nn�n � 2
�nn + 2�nn�n � 2"�2�nn�nn = 0

which implies that

�nn = �
�

�nn � �nn�n + "�2�nn�nn

�
=�n; n � 1

Hence

P1x =
+1X
n=1

�
�
�nn + �nn�n � "�2�nn�nn

�
=�n hx;�ni�n
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We conclude that the solution P of the Riccati equation (4.11) is given by

P =

0BB@ P1 A�1P �3

P3 P4

1CCA
where

P1x =
+1X
n=1

�
�
�n + �n�n � "�2�n�n

�
=�n hx;�ni�n

P3x =
+1X
n=1

�n hx;�ni�n; where �n = "2
�
�n +

p
�0n

�
and �0n = �2n � "�2�21�n

P4y =
+1X
n=1

�n hy;�ni�n; where �n = "2
�
�
 +

q
�00n

�
; and �0

0

n = 
2+"�2
�
2�n + �

2
2

�
It remains to check that

I � �2
�
�j=�

2
j

�
D�
jPDj � 0; j 2 f1; 2g

holds for some � > 0:

From the de�nitions of Dj ; P and �n; we see that this is equivalent to

"�2��2
�
�2j=�j

�
+ 
 �

p
�00n; for all n � 1 and j 2 f1; 2g

Let � be so that "�2��4
�
�4j=�

2
j

�
� �21 + �

2
2: Then

"�2��4
�
�4j=�

2
j

�
� 2

1 +
p
1 + "�2 (�21=� �n)

�21 + �
2
2;

But

�21

1 +
p
1 + "�2 (�21=� �n)

= "2
�
�n +

p
�0n

�
;

Thus

"�2��4
�
�4j=�

2
j

�
� 2�n + �22;

Hence

"�2��2
�
�2j=�j

�
+ 
 �

p
�00n
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Now recalling Proposition 4.5 we obtains
"�1��1j

�
�2j=

q
�21 + �

2
2

�
� r!

�
A
 ; (Di; Ei)i=1;2

�
; for all " > 0

We conclude therefore that r!
�
A
 ; (Di; Ei)i=1;2

�
= +1:
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Chapter 5

Stability radii of linear

systems subjected to

unbounded perturbations

5.1 Introduction

We recall that in Chapter 3 our basic model was

dx(t) = Ax(t)dt+
NX
i=1

Di�i (Eix(t)) dwi(t); t > 0 (5.1)

k�ikL < �; i 2 N:
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where
�
(Di; Ei)i2N

�
is a given family of linear bounded operators. However, the

assumptions that Di; Ei are bounded operators is very restrictive and does not

allow us to consider many examples of practical importance such that boundary

perturbations for systems described by partial di¤erential equations. In this

chapter we will show how we can extend the theory of the Chapter 3 to a class

of unbounded perturbations.

Several works have been devoted to stochastic partial equations with noise

at the boundary (for instance see [47], [58], [16], [54], [29]). However there are

only few papers which deal with the stability of this class of systems.

Ichikawa [47] used an approach based on semigroup theory, to establish exis-

tence, uniquenesss and regularity results for parabolic equations with boundary

and pointwise noise. The stability of this class of systems was investigated in

[48], where he obtained an equivalence result between mean square stability and

the existence of the solution to a Lyapunov type equation.

Maslowski [58] considered a more general class of stochastic semilinear equa-

tion with boundary and pointwise noise. He adopted an approach similar to the

one in [48]. In contrast, the conditions on the noise terms are fairly general and

cover Wiener processes with values in the basic state space. He established an

existence and uniqueness theorem and studied the stability in the mean under

the assumption of compacity of A�1

Our main objective in this chapter is to investigate the robustness of stability

for system (5.1) when A is subjected to stochastic structured unbounded pertur-

bations. We consider the case where A is the generator of an analytic semigroup
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and the perturbation are of single type. This abstract model covers the case of

parabolic equations with boundary and pointwise noise. We �rst establish an

existence and uniqueness theorem . This Theorem is proved by a standard �xed

point argument along the lines of some existing results (for instance, [46], [58]).

Then we investigate the robustness problem. We give some characterizations of

the stochastic stability radius. These characterizations are in terms of a Lya-

punov equation similar to the one of the bounded structure case and di¤erent

of the one used by [48]. These characterizations enable us to determine a lower

bound for the stability radius under perturbation of unbounded structure. The

central problem here is to construct the smallest destabilizing perturbation �:

Under an additional assumption we are able to prove that the lower bound is in

fact equal to the stability radius. In the end, we illustrate the theory by three

examples investigated by [48].

The chapter is divided into four sections. Section 1 is devoted to brie�y

recalling some facts about fractional powers of closed operators which we shall

use throughout the chapter. Section 2 contains the system description and

some basic properties of the solution. In Section 3 we derive the main results

of this chapter. We give characterizations of the stability radius in terms of

the input -output map and the associated Lyapunov equation. These results

are the counterparts of those of the bounded structure case. In the last section

the applicability of the abstract conditions and results are illustrated by three

examples.
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5.2 Fractional powers of closed operators

In this section we recall the de�nition of analytic semigroups and some basic

properties of fractional powers of closed linear operators. The contain of this

section is taken mainly from [68], [11], [28], [13], [3].

For any ! 2 R and � 2 ]0; �=2[ we denote by S!; � the sector in C:

S!; � = f� 2 Cn f!g : � � jarg (�� !)j � �g :

De�nition 5.1 We call a linear operator A in a Hilbert space H a sectorial

operator if it is closed densely de�ned operator such that, for some � in
�
0; �2

�
and some M � 1 and a real !, the sector S!; � is in the resolvant set of A and

kR(�;A)k � M

j�� !j for all � 2 S!; �

A particular important class of strongly continuous semigroups is analytic

semigroups

De�nition 5.2 An analytic semigroup on a Hilbert space H is a family of con-

tinuous linear operators on H, (S(t))t�0 ; satisfying

1. S(0) = I and S(t1 + t2) = S(t1)S(t2) for all t1, t2 � 0:

2. The map t �! S(t)z is real analytic on 0 < t <1 for each z 2 H:

3. lim
t!0+

S(t)z = z for all z 2 H:

We have the following relation ship between analytic semigroups and secto-

rial operators obtained from [11].
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Theorem 5.3 1. If (�A) is a sectorial operator, then A is the in�nitesimal

generator of an analytic semigroup (S(t))t�0, where

S(t) =
1

2�i

Z

";�

e�tR (�; -A) d�; t > 0; � 2
i�
2
; �
h

whith


";� = 
+";� [ 

�
";� [ 


0
";�;


�";� =
�
z 2 C : z = ! + re�i�; r � "

	
;


0";� =
�
z 2 C : z = ! + re�i�; j�j � �

	
2. If A generates an analytic semigroup, then (�A) is sectorial.

Assume that (�A) is a sectorial operator and Re(�(�A)) > 0:

De�nition 5.4 For � > 0; the bounded linear operator (�A)�� is de�ned as

follows

(�A)�� = 1

2�i

Z

";�

(��)��R (�; A) d�; t > 0; x 2 H; (5.2)

We shall denote by (�A)� the inverse of (�A)�� and by D ((�A)�) its

domain.

De�nition 5.5 The operators (�A)� are called fractional powers of (�A).

In the next theorem we collect some simple properties of (�A)� :

Theorem 5.6 We have:

1. (�A)� is a closed operator with domain D((�A)�) = rg((�A)��).
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2. � � � > 0 implies D((�A)�) � D((�A)�):

3. D((�A)�) = H for every � � 0:

4. If �; � are real then

(�A)�+� = (�A)� (�A)�

on D((�A)
) where 
 = max (�; �; �+ �) :

We conclude this section with some results relating (�A)� and the analytic

semigroup S(t):

Theorem 5.7 Assume that there exists � > 0 such that Re(�(�A)) > � > 0:

1. S(t) : H �! D((�A)�) for every t > 0 and � > 0:

2. For every x 2 D((�A)�) we have

S(t) (�A)� x = (�A)� S(t)x; t > 0 (5.3)

3. For � � 0 there exists M� such that

k(�A)� S(t)k �M�t
��e��t; t > 0: (5.4)

4. Let 0 < � � 1 and there exist C� > 0 such that

kS(t)x� xk � C�t
� kA�xk ; for any x 2 D((�A)�) (5.5)

5.3 System description

Let A be the in�nitesimal generator of an analytic semigroup (S(t))t�0 on the

real separable Hilbert space H: We assume that the semigroup (S(t))t�0 is
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exponentially stable. Then, the fractional powers (�A)� ; 0 < � < 1; are well

de�ned. We want to consider perturbations of the operator A which have an

unbounded structure.

We will consider in�nite dimensional uncertain systems described by Ito

equations of the form

dx(t) = Ax(t)dt+D�(Ex(t)) dw(t); t > 0; k�kLip < � (5.6)

x (0) = x0; x0 2 H

where:

1. D is a linear operator: U �! H, (D is generally unbounded as an operator

from U to H), such that (�A)�
 D 2 L(U;H) for some �xed 
; 0 � 
 < 1,

where U is a real separable Hilbert space.

2. E 2 L(D
�
(�A)�

�
; Y ) with � < min f1=2� 
; 1=2g ; such that E (�A)� 2

L(H;Y ), where Y is a real separable Hilbert space.

3. � 2 Lip (Y; U).

4. (w(t))t2R+ is a real Wiener process on a probability space (
;F ; �) with

variance �.

5.3.1 Existence and uniqueness

In this theorem we establish the existence and uniqueness of the solution to the

problem (5.6).
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Theorem 5.8 For any T > 0; there exists a unique mild solution of the equa-

tion (5.6) in C
�
[0; T ] ;L2 (
; H)

�
satisfying the initial condition x(0) = x0:

Proof. The proof is based on the classical �xed point theorem for contrac-

tions. Set

� = C
�
[0; T ] ;L2 (
; H)

�
and de�ne the corresponding norm by

kxk� =
 
sup
t2[0;T ]

E kx(t)k2
! 1

2

< +1:

The solution of the system (5.6) is formally given by:

x(t) = S(t)x0 +

Z t

0

S(t� s)D�(E(x(s)))dw(s)

We have

x(t) = S(t)x0 +

Z t

0

S(t� s) (�A)
 (�A)�
 D�
�
E (�A)�� (�A)� (x(s)

�
)dw(s)

= S(t)x0 +

Z t

0

S(t� s) (�A)
 eD�� eE (�A)� x(s)� dw(s)
where eD = (�A)�
 D 2 L(U; H) and eE = E (�A)�� 2 L(H; Y ): It follows that

(�A)� x(t) = (�A)� S(t)x0+(�A)�
Z t

0

S(t�s) (�A)
 eD�� eE (�A)� (x(s))� dw(s)
By setting z(t) = (�A)� x(t) we obtain:

z(t) = S(t)z0 +

Z t

0

S(t� s) (�A)� (�A)
 eD�� eE(z(s))� dw(s)
which yields

z(t) = S(t)z0 +

Z t

0

S(t� s) (�A)� eD�� eE(z(s))� dw(s) (5.7)
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where � = � + 
:

In order to establish existence and uniqueness for (5.7), we establish the

existence and uniqueness for (5.6). We proceed in three steps.

Step1 Let � : � �! � be the mapping de�ned as:

� (z) (t) = S(t)z0+

Z t

0

S(t�s) (�A)� eD�� eE (z(s))
�
dw(s); t 2 [0; T ] ; z 2 �:

At �rst we show that � is well de�ned as a mapping � �! �: Let z(:) 2 �;

we have:

� (z) (t) = S(t)z0 +

Z t

0

S(t� s) (�A)� eD�� eE(z(s))� dw(s)
Since (S(t))t�0 is an analytic exponentially stable semigroup there exist

positive constants, M , M� �; and ! such that

kS(t)k �Me�!t; t > 0; ! > 0 and kA�S(t)k �M�t
��e�!t:

Now since eD = (�A)�
 D 2 L(U; H) and eE = E (�A)�� 2 L(H; Y ),

there exist constants M
 and M� such that




 eD



L(U;H)

�M
 and



 eE




L(H;Y )
�M�;

From a version of Burkholder-Davis-Gundy inequality we have that

E k�(z)(t)k2 � kS(t)z0k2+C
Z t

0

E



S(t� s) (�A)� eD�� eE(z(s))�


2 ds; C > 0

By Lipschitzianity of � we obtain

E k�(z)(t)k2 �M2e�2!t kz0k2+CM
2M2
�M

2
�K

2

Z t

0

(t� s)�2� e�2w(t�s)E
�
kz(s)k2

�
ds
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It follows that

E k�(z)(t)k2 � M2e�2!t kz0k2 +M 0
Z t

0

(t� s)�2� e�2!(t�s)E
�
kz(s)k2

�
ds; M 0 > 0

� M2e�2!t kz0k2 +M 0

 
sup

s2[0; T ]
E
�
kz(s)k2

�!Z t

0

(t� s)�2� e�2!(t�s)ds

But Z t

0

(t� s)�2� e�2!(t�s)ds � 1

1� 2�t
1�2�

Therefore

E k�(z)(t)k2 �M2 kz0k2 +
M 0

1� 2�

 
sup

s2[0; T ]
E
�
kz(s)k2

�!
T 1�2�

We conclude that � is well de�ned on �:

Step 2 Now we show that � maps � into �: For h 2 [0; T ] ; t 2 [0; T � h] we

have

�(z)(t+ h)� �(z)(t) = S(t+ h)z0 +

Z t+h

0

S(t+ h� s) (�A)� eD�� eE(z(s))� dw(s)
�S(t)z0 �

Z t

0

S(t� s) (�A)� eD�� eE(z(s))� dw(s)
= S(t+ h)z0 � S(t)z0

+

Z t

0

S(t+ h� s) (�A)� eD�� eE(z(s))� dw(s)
+

Z t+h

t

S(t+ h� s) (�A)� eD�� eE(z(s))� dw(s)
�
Z t

0

S(t� s) (�A)� eD�� eE(z(s))� dw(s)
Hence

�(z)(t+ h)� �(z)(t) = (S(t+ h)z0 � S(t)z0)

+

Z t

0

(S(t+ h� s)� S(t� s)) (�A)� eD�� eE(z(s))� dw(s)
+

Z t+h

t

S(t+ h� s) (�A)� eD�� eE(z(s))� dw(s)
106



From a version of Burkholder-Davis-Gundy inequality, there exist positive

constants C; C 0 such that

E k�(z)(t+ h)� �(z)(t)k2 � k(S(t+ h)z0 � S(t)z0)k2 (5.8)

+C

Z t

0

E



(S(t+ h� s)� S(t� s)) (�A)� eD�� eE(z(s))�


2 ds

+C 0
Z t+h

t

E



S(t+ h� s) (�A)� eD�� eE(z(s))�


2 ds

Since S(t) is strongly continuous we have

lim
h�!0

k(S(t+ h)z0 � S(t)z0)k = 0 (5.9)

Now, since

(S(t+ h� s)� S(t� s)) (�A)� eD�� eE(z(s))�
= (S(h)� I) (�A)� S(t� s) eD�� eE(z(s))�

It follows thatZ t

0

E



(S(t+ h� s)� S(t� s)) (�A)� eD�� eE(z(s))�


2 ds

� k(S(h)� I)k2
Z t

0

E



(�A)� S(t� s) eD�� eE(z(s))�


2 ds

Using (5.4), there exist M 0 > 0 such thatZ t

0

E



(S(t+ h� s)� S(t� s)) (�A)� eD�� eE(z(s))�


2 ds

� M 0 k(S(h)� I)k2
Z t

0

(t� s)�2� e�2!(t�s)E
�
kz(s)k2

�
ds; M 0 > 0:

� M 0 k(S(h)� I)k2 sup
s2[0;T ]

E
�
kz(s)k2

�Z t

0

(t� s)�2� e�2!(t�s)ds; M 0 > 0:

But Z t

0

(t� s)�2� e�2!(t�s)ds � 1

1� 2�T
1�2�
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It follows thatZ t

0

E



(S(t+ h� s)� S(t� s)) (�A)� eD�� eE(z(s))�


2 ds(5.10)

� M 0

1� 2� k(S(h)� I)k
2
sup

s2[0;T ]
E
�
kz(s)k2

�
T 1�2�; M 0 > 0:

For the last term on the right-hand side of (5.8), we obtain from (5.4)Z t+h

t

E



S(t+ h� s) (�A)� eD�� eE(z(s))�


2 ds

� M 0 sup
s2[0;T ]

E
�
kz(s)k2

�Z t+h

t

(t+ h� s)�2� e�2!(t+h�s)ds; M 0 > 0:

But Z t+h

t

(t+ h� s)�2� e�2!(t+h�s)ds � 1

1� 2�h
1�2�

It follows then that

E






Z t+h

t

S(t+ h� s) (�A)� eD�� eE(z2(s))� dw(s)






2

� M 0

1� 2� sup
s2[0;T ]

E
�
kz(s)k2

�
h1�2�

(5.11)

From (5.9), (5.10) and the estimate (5.11) we deduce that

lim
h�!0+

E k�(z)(t+ h)� �(z)(t)k2 = 0; t 2 [0; T ]

In order to prove the left continuity of �(z) we have, for all h 2 [0; t] ;

t 2 [h; T ]

�(z)(t� h)� �(z)(t) = (S(t� h)z0 � S(t)z0) (5.12)

+

Z t�h

0

(S(t� h� s)� S(t� s)) (�A)� eD�� eE(z(s))� dw(s)
�
Z t

t�h
S(t� s) (�A)� eD�� eE(z(s))� dw(s)

By the strong continuity of the semigroup S(t) we have

lim
h�!0

k(S(t� h)z0 � S(t)z0)k = 0 (5.13)
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For the second term of the right-hand side of (5.12) we have

Z t�h

0

(S(t� h� s)� S(t� s)) (�A)� eD�� eE(z(s))� dw(s)
= � (S(h)� I)

Z t�h

0

S(t� h� s) (�A)� eD�� eE(z(s))� dw(s)
It follows that

E






Z t�h

0

(S(t� h� s)� S(t� s)) (�A)� eD�� eE(z(s))� dw(s)





2

� eC k(S(h)� I)k2 Z t�h

0

E



S(t� h� s) (�A)� eD�� eE(z(s))�


2 ds

Using (5.4), we get

Z t�h

0

E



S(t� s) (�A)� eD�� eE(z(s))�


2 ds

� M 0
Z t�h

0

(t� h� s)�2� e�2!(t�h�s)E
�
kz(s)k2

�
ds; M 0 > 0

We deduce that there is a constant M 00 such that

E






Z t�h

0

(S(t� h� s)� S(t� s)) (�A)� eD�� eE(z(s))� dw(s)





2

(5.14)

� M 00

1� 2� k(S(h)� I)k
2
sup

s2[0;T ]
E
�
kz(s)k2

�
T 1�2�

Now for the last term of the right-hand side of (5.12) we have

E




Z t

t�h
S(t� h� s) (�A)� eD�� eE(z(s))� dw(s)



2

� C1

Z t

t�h
E



S(t� h� s) (�A)� eD�� eE(z(s))�


2 ds

� M 0 sup
s2[0;T ]

E
�
kz(s)k2

� ����Z t

t�h
(t� h� s)�2� e�2!(t�h�s)ds

����
But ����Z t

t�h
(t� h� s)�2� e�2!(t�h�s)ds

���� � 1

1� 2�h
1�2�
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Hence

E




Z t

t�h
S(t� h� s) (�A)� eD�� eE(z2(s))� dw(s)



2 � M 0

1� 2�h
1�2� sup

s2[0;T ]
E
�
kz(s)k2

�
(5.15)

From (5.13), (5.14) and (5.15) it follows that

lim
h�!0+

E k�(z)(t)� �(z)(t� h)k2 = 0; t 2 [0; T ]

step 3 It remains to verify that � : � �! � is a contraction. Let z1 and z2

be arbitrary processes from �; then

�(z1(t))� �(z2(t)) =

Z t

0

S(t� s) (�A)� eD�� eE(z1(s)� dw(s)
�
Z t

0

S(t� s) (�A)� eD�� eE(z2(s)� dw(s)
=

Z t

0

S(t� s) (�A)� eD ��� eE(z1(s)���� eE(z2(s)�� dw(s)
Using the Burkholder-Davis-Gundy inequality, there exists C2 > 0 such

that

E
�
k�(z1(t))� �(z2(t))k2

�
� C2

Z t

0

kS(t� s) (�A)�k2 E



 eD ��� eE (z1(s)

�
��

� eE (z2(s)
��


2 ds

Using the fact that eD 2 L(U; H) and the Lipschitzianity of � we get

E
�
k�(z1(t))� �(z2(t))k2

�
� C2

Z t

0

M2
�

(t� s)2�M
2

K

2E



� eE (z1(s))� eE(z2(s))�


2 ds

Now since eE 2 L(H; Y ); it follows that
E
�
k�(z1(t))� �(z2(t))k2

�
�M2


K
2C2

Z t

0

M2
�

(t� s)2�M
2
� E
�
kz1(s)� z2(s)k2

�
ds

We deduce that

E
�
k�(z1(t))� �(z2(t))k2

�
� C2

Z t

0

M 0

(t� s)2� E
�
kz1(s)� z2(s)k2

�
ds; M 0 > 0:

� sup
s2[0;T ]

E
�
kz1(s)� z2(s)k2

�Z t

0

M 0

(t� s)2� ds
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Hence

E
�
k�(z1(t))� �(z2(t))k2

�
�M 0 T

1�2�

1� 2� sup
s2[0;T ]

E
�
kz1(s)� z2(s)k2

�
We conclude that there exists a constant M(T ) such that

sup
s2[0;T ]

E
�
k�(z1(t))� �(z2(t))k2

�
�M(T ) sup

s2[0;T ]
E
�
kz1(s)� z2(s)k2

�
Therefore � is contractive for enough small T > 0. For large T we can

proceed in a usual way by considering the equation on intervals,
h
0; eTi ;h eT ; 2 eTi ; :::with eT enough small.

5.4 Characterizations of the stability radius

In this section we extend some results of Chapter 3 to the unbounded structure

case.

Lemma 5.9 Let

y(t) = ES(t)x0 + E

Z t

0

S(t� s)Dv(s)dw(s) (5.16)

where v 2 L2!
�
R+; L2 (
; U)

�
and x0 2 H: Then

E
�
ky(t)k2Y

�
= kES(t)x0k2Y + �

Z t

0

E
�


 eES(t� s) (�A)� eDv(s)


2

Y

�
ds; t > 0

where eE = E (�A)�� and eD = (�A)�
 D:Moreover, y(:) 2 L2!
�
R+; L2 (
; Y )

�
and

kyk2L2w =

Z +1

0

E
�
ky(t)k2Y

�
dt

=

Z +1

0

kES(t)x0k2Y dt+ �
Z +1

0

E
�D
Dv(s); ePDv(s)E� ds
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where eP 2 L(H) is a self-adjoint nonnegative operator satisfying
2
D ePx;AxE+ hEx;Exi = 0; x 2 D(A) (5.17)

Proof. We have

E

Z t

0

S(t� s)Dv(s)dw(s) = E

Z t

0

(�A)�� (�A)� S(t� s) (�A)
 (�A)�
 Dv(s)dw(s)

= eE Z t

0

(�A)� S(t� s) (�A)
 eDv(s)dw(s)
=

Z t

0

eES(t� s) (�A)�+
 eDv(s)dw(s)
Hence

E

Z t

0

S(t� s)Dv(s)dw(s) =
Z t

0

eES(t� s) (�A)� eDv(s)dw(s)
Therefore

y(t) = ES(t)x0 +

Z t

0

eES(t� s) (�A)� eDv(s)dw(s)
Since eD and eE are linear bounded operators the proof of the �rst statement of

this Lemma is similar to the one of Lemma (3.2). For the second statement, we

haveZ +1

0

E
�
ky(t)k2Y

�
dt =

Z +1

0

kES(t)x0k2Y dt+�
Z +1

0

Z t

0

E
�
kES(t� s)Dv(s)k2Y

�
dsdt

(5.18)

The �rst term of the R.H.S of (5.18) is equivalent to

kES(t)x0k2Y =



 eE (�A)� S(t)x0


2

Since eE 2 L(H;Y ); there exists M� > 0; such that

kES(t)x0k2Y �M2
� t
�2�e�2!t kx0k2
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Therefore

Z +1

0

kES(t)x0k2Y dt �M2
� kx0k

2
Z +1

0

t�2�e�2!tdt

and since � < 1
2 ; it follows thatZ +1

0

kES(t)x0k2Y dt < +1

For the second term of the R.H.S. of (5.18) we obtain from the Fubini theorem

Z +1

0

Z t

0

E



 eES(t� s) (�A)� eDv(s)


2

Y
dsdt

=

+1Z
0

�Z +1

s

E



 eES(t� s) (�A)� eDv(s)


2

Y
dt

�
ds

=

+1Z
0

E
�Z +1

s

D eDv(s); S�(t� s) ((�A)�)� eE� eE (�A)� S(t� s) eDv(s)E
H
dt

�
ds

=

+1Z
0

E
�� eDv(s); �Z +1

s

S�(t� s) ((�A)�)� eE� eE (�A)� S(t� s)dt� eDv(s)�
H

�
ds

Using the fact that eD = A�
D; it follows that

+1Z
0

E
�� eDv(s); �Z +1

s

S�(t� s) ((�A)�)� eE� eE (�A)� S(t� s)dt� eDv(s)�
H

�
ds

=

+1Z
0

E
��
(�A)�
 Dv(s);

�Z +1

s

S�(t� s) ((�A)�)� eE� eE (�A)� S(t� s)dt� (�A)�
 Dv(s)�
H

�
ds

=

+1Z
0

E

0BB@
*

Dv(s);�R +1
s

S�(t� s)
�
(�A)�


��
((�A)�)� eE� eE (�A)� (�A)�
 S(t� s)dt�Dv(s)

+1CCA ds
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and since eE = E (�A)�� and � = � + 
, we get

+1Z
0

E

0BB@
*

Dv(s);�R +1
s

S�(t� s)
�
(�A)�


��
((�A)�)� eE� eE (�A)� (�A)�
 S(t� s)ds�Dv(s)

+1CCA dt

=

+1Z
0

E

0BB@
*

Dv(s);�R +1
s

S�(t� s)E�ES(t� s)dt
�
Dv(s)

+1CCA ds

Set

ePz = Z +1

0

S�(r)E�ES(r)zdr; z 2 H

We show that eP is a bounded operator. Let z 2 H; we have

D ePz; zE =

�Z +1

0

S�(r)
�
(�A)�


��
((�A)�)� eE� eE (�A)� �(�A)�
�S(r)zdr; z�

=

�Z +1

0

S�(r)
�
(�A)�

�� eE� eE (�A)� S(r)zdr; z�

Thus D ePz; zE = Z +1

0

D eE (�A)� S(r)z; eE (�A)� S(r)zE dr (5.19)

Hence D ePz; zE �M�
2



 eE


2�Z +1

0

e�2!r

r2�
dr

�
kzk2

Therefore D ePz; zE �M 0
�M�

2

�Z +1

0

e�2!r

r2�
dr

�
kzk2

Since � < 1=2; the integral
�R +1

0
e�2!r

r2�
dr
�
is bounded. We deduce then that

eP 2 L(H)
Since

Z +1

0

E
Z t

0




 eES(t� s) (�A)� eDv(s)


2 dsdt = +1Z
0

E
�D
Dv(s); ePDv(s)E� dt
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It follows thatZ +1

0

E
�
ky(t)k2

�
dt =

Z +1

0

kES(t)x0k2 dt+ �
Z +1

0

E
�D
Dv(s); ePDv(s)E� ds

As in Chapter 3 we consider the input-output linear map

eL : L2! �R+; L2 (
; U)� �! L2!
�
R+; L2 (
; Y )

�
de�ned by

(eLv)(t) = E

Z t

0

S(t� s)Dv(s)dw(s) (5.20)

By the previous lemma, eLv 2 L2! �R+; L2 (
; Y )� for all v 2 L2! �R+; L2 (
; U)� :
Lemma 5.10 The linear map eL de�ned by (5.20) has the operator norm




eL



L2!

=

 �
�





D�
�Z +1

0

S�(t)E�ES(t)dt

�
D





�
1
2

!

=
�
�



D� ePD


� 1

2

where eP satis�es (5.17).

Proof. Let v 2 L2!
�
R+; L2 (
; U)

�
: By the previous Lemma we have

+1Z
0

E



(eLv)(t)


2 dt = �

Z +1

0

E
�D
Dv(s); ePDv(s)E� ds

Now we have:




eLv


2
L2!

=

+1Z
0

E



(eLv)(t)


2 dt

= �

Z +1

0

E
�D
Dv(s); ePDv(s)E� ds

� �

Z +1

0

E
�


D� ePD


 kv(s)k2� ds

� �



D� ePD


Z +1

0

E
�
kv(s)k2

�
ds
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It follows that




eLv


2
L2!

� �



D� ePD


Z +1

0

E
�
kv(s)k2

�
ds

Hence 


eLv


2
L2!

� �



D� ePD


 kvk2L2!

Therefore 


eLv


2
L2!

kvk2L2!
� �




D� ePD


 ; for all v 2 L2! �R+; L2 (
; U)�
which implies that 


eL




L2!

�
�
�



D� ePD


� 1

2

Now, we will show that there exists v 2 L2!
�
R+; L2 (
; U)

�
such that




eLv



L2!

=
�
�



D� ePD


� 1

2

which is equivalent to

�

Z +1

0

E
�D
Dv(s); ePDv(s)E� ds = �� 


D� ePD


� 1

2

Now suppose that




D� ePD



U
=

�
max
kvk=1

D
v;D� ePDvE

U

�
=
D
v0; D

� ePDv0E
U
; kv0kU = 1

We de�ne v1 as follows

v1(t) = �(:)v0; where �(:) 2 L2
�
<+; <

�
and k�(:)kL2(<+; <) = 1
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Then

kv1(:)k2L2! =

Z +1

0

E kv1(s)k2 ds

=

Z +1

0

k�(s)v0k2 ds

= kv0k2
Z +1

0

k�(s)k2 ds

Therefore

kv1(:)k2L2! = kv0k
2
= 1

and

kLv1k2L2! = �

Z +1

0

E
�D
Dv1(s); ePDv1(s)E� ds

= �

Z +1

0

�D
�(s)v0; D

� ePDv0E� ds
= �




D� ePD


Z +1

0

j�(s)j2 ds

= �



D� ePD




Which concludes the proof.

In the following theorem we give an important characterization of the sta-

bility radius rw (A; (D; E)) in terms of the solution of the Lyapunov equation

(5.17).

Theorem 5.11 Suppose that there exists eP 2 L+(H) satisfying
2
D ePx; AxE+ hEx; Exi = 0; x 2 D(A) (5.21)

I � �2�D� ePD � 0 (5.22)

Then rw (A; (D; E)) � �:
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Proof. Let � 2 Lip (Y; U) such that k�kLip < �; and suppose that

eP 2 L+(H) is such that (5.21) and (5.22) hold. Let x(t) such that
x(t) = S(t)x0 +

Z t

0

S(t� s)D�(E(x(s)) dw(s)

set y(t) = Ex(t) and u(t) = � (y(t)) ; t > 0. We have

y(t) = ES(t)x0 + E

Z t

0

S(t� s)Du(s)dw(s); t > 0: (5.23)

For every T > 0, de�ne the truncations uT 2 L2!
�
R+; L2 (
; U)

�
by

uT (t) =

8>><>>:
u(t) = � (y(t)) if t 2 [0; T ] ;

0 if t > T;

Then

kuT k2L2w =

Z +1

0

E (kuT (t)k)2 dt

=

Z T

0

E (ku(t)k)2 dt

=

Z T

0

E (k�y(t)k)2 dt

� k�k2Lip
Z T

0

�
E ky(t)k2

�
dt

Hence

kuT k2L2w � k�k
2
Lip

Z T

0

E (ky(t)k)2 dt (5.24)

Now de�ne yT as the output of the system (A; (D; E)) generated by the input

uT with initial condition x(0) = x0: Then

yT (t) = ES(t)x0 + eLuT (t); t > 0: (5.25)
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From (5.23)-(5.25), we get Z T

0

E ky(t)k2 dt
! 1

2

� kyT kL2w

� kES(t)x0k+



eL


 kuT kL2w

Thus Z T

0

E ky(t)k2 dt
! 1

2

� kES(t)x0k+



eL


 k�kLip

 Z T

0

E (ky(t)k)2 dt
! 1

2

(5.26)

Condition (5.22) implies that

1� �2�



D� ePD


 � 0

Thus

�



D� ePD


 � ��2

By the previous lemma, it follows that




eL


2 � ��2

Now since k�kLip < �; the operator eL� is a contraction on L2! �R+; L2 (
; Y )�
with �=




eL


 k�kLip < 1: From (5.26) we get that

 Z T

0

E ky(t)k2 dt
! 1

2

� (1� �)�1 kES(t)x0k for all T > 0;

Therefore y 2 L2!
�
R+; L2 (
; Y )

�
and u = �(y) 2 L2!

�
R+; L2 (
; U)

�
: By

Lemma 5.9, the solution x(:) of (5.6) belongs to L2!
�
R+; L2 (
; H)

�
: We con-

clude then that rw (A; (D; E)) � �:

As a consequence of this theorem we have the following corollary which

enables us to obtain a lower bound for the stability radius.
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Corollary 5.12 Suppose that there exists eP 2 L+(H) a solution of the Lya-

punov equation (5.17). Then,

rw (A; (D; E)) �
�
�



D� ePD


�� 1

2

(5.27)

Proof. If



D� ePD


 = 0; then I � �2�D� ePD � 0; for all � > 0: From the

above Theorem, it follows that rw (A; (D; E)) � �; for all � > 0: From which

we deduce that rw (A; (D; E)) = +1:

If



D� ePD


 6= 0; we obtain from the fact that




D� ePD


 = sup
u 6=0

hD� ePDu; ui
kuk2

kuk2 �



D� ePD


�1 DD� ePDu; uE � 0; for all u 2 U

Hence

kuk2 �
��

�



D� ePD


��1=2�2 � DD� ePDu; uE � 0; for all u 2 U

By the previous Theorem we deduce that

rw (A; (D; E)) �
�
�



D� ePD


�� 1

2

We will show that the equality holds in (5.27) when E is a bounded operator.

Proposition 5.13 Assume that E is a bounded operator. If there exists P 2

L+(H) a solution of the Lyapunov equation (5.17), then

rw (A; (D; E)) =
�
�



D� ePD


�� 1

2

(5.28)

Proof. From the above Corollary, it remains to show that rw (A; (D; E)) ��
�



D� ePD


�� 1

2

: Let u0 2 U with ku0k = 1 such that


D� ePD


 = DD� ePDu0; u0E = � (5.29)
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1. If � = 0 then D� ePD = 0: It follows from the above corollary that

rw (A; (D; E)) = +1:

2. Suppose now that � 6= 0: De�ne the perturbation � as follows

�(y) = (��)
�1=2 kyku0; y 2 Y

Then k�kLip = (��)
�1=2

: We will show that for this � the system (5.6)

cannot be stable. Assume that this is not the case. The solution x(:) of

(5.6) satis�es

x(t) = S(t)x0 +

Z t

0

S(t� s)D�(Ex(s)) dw(s); t > 0:

Set y = Ex; then y 2 L2!
�
R+; L2 (
; Y )

�
. We have

y(t) = ES(t)x0 + E

Z t

0

S(t� s)D�(y(s)) dw(s); t > 0

= ES(t)x0 + (��)
�1=2

E

Z t

0

S(t� s)Du0 ky(s)k dw(s); t > 0

By applying Lemma 5.9 to this equation we obtain

Z 1

0

E ky(t)k2 dt =

Z 1

0

kES(t)x0k2 dt

+(��)
�1
�

Z +1

0

E
D
Du0 ky(s)k ; ePDu0 ky(s)kE ds

=

Z 1

0

kES(t)x0k2 dt

+��1
D
u0; D

� ePDu0EZ 1

0

E ky(s)k2 ds

From (5:29) we get

Z 1

0

E ky(t)k2 dt =
Z 1

0

kES(t)x0k2 dt+
Z 1

0

E ky(s)k2 ds
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This identity implies that
R1
0
kES(t)x0k2 dt = 0. From (5.19) we have

D ePx0; x0E =

Z +1

0

D eE (�A)� S(s)x0; eE (�A)� S(s)x0E ds
=

Z +1

0

kES(s)x0k2 ds (5.30)

We deduce then that eP = 0, which implies that � =



D� ePD


 = 0.

Therefore the stochastic system (5.6) can not be L2-stable. We conclude

that

k�k =
�


�D� ePD


��1=2 � rw (A; (D; E))

5.5 Examples

Example 5.14 ([48]) Consider the parabolic equation with Newman boundary

condition8>>>>>><>>>>>>:
@y(x; t)=@t = @2y(x; t)=@x2 � y(x; t); x 2 [0; 1] ; t 2 [0; T ]

y(x; 0) = y0(x);

@y(0; t)=@x = �c hf; y(x; t)i :w(t); @y(1; t)=@x = 0; c 2 R; f 2 L2 (0; 1)
(5.31)

To put the problem (5.31) into the abstract setting we introduce the self-adjoint

operator Ah = @2h
@x2 � h in the Hilbert space H = L2 (0; 1)) with

D(A) =

�
z 2 L2(0; 1);

@2z

@x2
2 L2(0; 1);

@z

@x
= 0 at x = 0; 1

�

The operator A generates an analytic semigroup S(t) (see [44]):The eigenvalues

of A are �n = �
�
1 + n2�2

�
; and eigenvectors are 'n =

1p
2
cosn�x; n � 1
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'0 = 1: Let N (Newman map) be the map L2(f0; 1g) �! L2(0; 1) de�ned by

y = Ng where y is the solution of

Ay = 0;
@y

@x
(0) = g;

@y

@x
(1) = 0

Now de�ne the operator

Du = A�Nu

Let � 2 D(A); we have

hDu; �iL2(0; 1) = hNu; A�iL2(0; 1)

=

Z 1

0

Nu(x)
@2�

@x2
(x)dx�

Z 1

0

Nu(x)�(x)dx

We obtain from the Green�s formula:

hDu; �iL2(0; 1) = Nu(1)
@�

@x
(1)�Nu(0)@�

@x
(0)

�
Z 1

0

@Nu(x)

@x

@�

@x
(x)dx�

Z 1

0

Nu(x)�(x)dx

= �
Z 1

0

@Nu(x)

@x

@�

@x
(x)dx�

Z 1

0

Nu(x)�(x)dx

Applying again the Green�s formula we obtainZ 1

0

@Nu(x)

@x

@�

@x
(x)dx =

@Nu(1)

@x
�(1)� @Nu(0)

@x
�(0)�

Z 1

0

@2Nu(x)

@x2
�(x)dx

= u(x)�(0)�
Z 1

0

@2Nu(x)

@x2
�(x)dx

From which we obtain

hDu; �iL2(0; 1) = �u(x)�(0) +
Z 1

0

@2Nu(x)

@x2
�(x)dx�

Z 1

0

Nu(x)�(x)dx

= �u(x)���(x) +
Z 1

0

�
@2Nu(x)

@x2
�Nu(x)

�
�(x)dx

= �u(x)���(x)�
Z 1

0

hANu(x); �(x)i dx
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where � is the Dirac Delta function at zero. But since ANu = 0 it follows that

hDu; �iL2(0; 1) = �h�u(x); �(x)iL2(0; 1)

We deduce that D 2 L
�
R;H� 1

2�� (0; 1)
�
is de�ned by Du = ��u. Setting

Ez = hf; zi ; � = k 2 R; We can present (5.31) as follows8>><>>:
dz(t) = Az(t)dt+D�E(z(t))dw(t)

z(0) = z0

(5.32)

Since � = 
 + � = 1
4 +

"
2 <

1
2 ; for " such that 0 < " < 1

2 ; then there exists

a unique solution of (5.32): In order to get an explicit formula for the stability

radius we need at �rst to solve the following Lyapunov equation

2
D ePz;AzE+ hEz;Ezi = 0; z 2 D(A) (5.33)

Suppose we can express the solution eP of (5.33) by

ePz = +1X
n;j=0

Pnj hz; 'ni'j ; z 2 H

Then since

Az =
+1X
n=0

�n hz; 'ni'n; z 2 D(A)

It follows thatD ePz;AzE =

*
+1X
i;;j=0

Pij hz; 'ii'j ;
+1X
n=0

�n hz; 'ni'n

+

=
+1X
i;;n=0

Pin�n hz; 'ni
2

Now since

hf; zi =

*
f;

+1X
n=0

hz; 'ni'n

+

=
+1X
n=0

hz; 'ni hf; 'ni
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It follows that

hEz;Ezi = jhf; zij2

=

 
+1X
n=0

hz; 'ni hf; 'ni
!2

Equation (5.33) becomes

+1

2
X
i;n=0

Pin�n hz; 'ni
2
+

 
+1X
n=0

hz; 'ni hf; 'ni
!2

= 0; z 2 D(A)

Assume that Pin = 0 for i 6= n. For z = 'k; k � 0; we get

2�kPkk + hf; 'ki
2
= 0

Therefore

Pkk = �hf; 'ki
2
=2�k

We deduce that the solution of (5.33) is given by

ePz = +1X
k=0

Pk hz; 'ki'k; z 2 H; where Pk = hf; 'ki
2
=2
�
1 + k2�2

�
; k � 1:

For all u 2 U we have




D� ePD


 = sup
u2U

D
D� ePDu; uE

But D
D� ePDu; uE = D ePDu; DuE

Since

Du =
+1X
k=0

hDu;'ki'k =
+1X
k=0

hu; ��'ki'k

= �
+1X
k=0

u(s)'k(0)'k = �
1p
2

+1X
k=0

u(s)'k

125



and

ePDu =
+1X
k=0

Pk hDu;'ki'k

= � 1p
2

+1X
k=0

Pku(s)'k

It follows that

D
D� ePDu; uE =

*
� 1p

2

+1X
k=0

Pku(s)'k;�
1p
2

+1X
n=0

u(s)'n

+

=
1

2

*
+1X
k=0

Pku(s)'k;
+1X
n=0

u(s)'n

+

=
1

2
ju(s)j2

+1X
k=0

+1X
n=0

Pk h'k; 'ni

we get than

hD�PDu; ui = 1

2
ju(s)j2

+1X
k=0

Pk

From which we deduce that




D� ePD


 = sup
u2U
kuk=1

D
D� ePDu; uE = 1

2

+1X
k=0

Pk

But
+1X
k=0

Pk =
+1X
k=0

hf; 'ki
2

2 (1 + k2�2)
(5.34)

If we assume that hf; 'ki = 1; for any k 2 N; then (5.34) yields

+1X
k=0

Pk =
+1X
k=0

1

2 (1 + k2�2)
=
1

4
+
1

4
coth(1) ' 0:578 26

Thus 


D� ePD


 = �1
8
+
1

8
coth(1)

�
' 0:28913

Therefore

r! (A; D; E) =



D� ePD


�1=2 ' 1:8597
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We conclude that for all c2 < 3: 458 7; the system (5.31) is stable. This bound

is larger than 3=2 obtained by Ichikawa in [48].

Example 5.15 Consider the stochastic parabolic equation8>><>>:
dy(x; t) =

�
@2y(x; t)=@x2

�
dt+ cb(x)y(�0; t)dw(t); 0 < x; �0 < 1:

y(x; 0) = y0(x); y(0; t) = y(1; t) = 0:

(5.35)

In this example we take H = L2 (0; 1) and A = d2=dx2; D(A) = H1
0 (0; 1) \

H2 (0; 1) ; D = b 2 L2 (0; 1), � = c 2 R and E 2 L
�
H

1
2+" (0; 1) ; R

�
; such

that Ez = z(�0): In the abstract form, the system (5.35) can be presented as

follows 8>><>>:
dz(t) = Az(t)dt+D�(Ez(t)) dw(t)

z(0) = z0

(5.36a)

For this system, we have 
 = 0 and � = 1
4 +

"
2 , " > 0; so there exists " > 0 such

that � < 1
2 :We deduce that equation (5.36a) has a unique solution.

Now we solve the Lyapunov equation

2
D ePz;AzE+ hEz;Ezi = 0; z 2 D(A): (5.37)

As in the above example we can show that

D ePz;AzE = +1X
i;;n=1

Pin�n hz;  ni
2

where �n and  n are, respectively, the eigenvalues and the eigenvectors of the

operator A. They are given by [8]

�n = �n2�2;  n(x) =
p
2 sin(n�x); n � 1
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For the second term of the Lyapunov equation (5.37) we have

hEz;Ezi = jz(�0)j
2

Equation (5.37) is then equivalent to

2
+1X
i;;n=1

Pin�n hz;  ni
2
+ jz(�0)j

2
= 0

Assume that Pin = 0 for i 6= n. For z =  k, k � 1; we get

2Pkk�k + j k(�0)j
2
= 0

From which we obtain

Pkk = � j k(�0)j
2
=2�k

We deduce that the solution of (5.37) is given by

ePz = +1X
k=1

Pk hz;  ki k; z 2 H; where Pk = j k(�0)j
2
=2k2�2; k � 1:

We have

D� ePD = b2 eP
To obtain a su¢ cient condition for stability we assume kbk = 1: Then




D� ePD



U
= b2




 eP


 = +1X
k=0

Pk =
+1X
k=1

��p2 sin(k��0)��2
2k2�2

Since
��p2 sin(n��0)�� � p2; for all k 2 N�; we obtain




D� ePD


 � +1X
k=1

1

k2�2

But
+1X
k=1

1

k2�2
=
1

�2

+1X
k=1

1

k2
=
1

6
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We deduce that



D� ePD


 � 1=6; and thus




D� ePD


�1 � 6: Hence if c2 < 6;

then c2 <



D� ePD


�1 � (r! (A; D; E))

2 from which we conclude that the

system (5.35) is stable The same result was obtained by Ichikawa in [48].

Example 5.16 Consider the stochastic parabolic equation8>><>>:
dy(x; t) =

�
@2y(x; t)=@x2

�
dt+ c�(x� �) hf; yi dw(t); 0 < x; � < 1; f 2 L2 (0; 1) :

y(x; 0) = y0(x); y(0; t) = y(1; t) = 0:

(5.38)

In this case we take H = L2 (0; 1) and A = d2=dx2; D(A) = H1
0 (0; 1) \

H2 (0; 1) ; Du = ��u; where �� is the Dirac Delta function at � and Ez = hf; zi ;

� = c 2 R: Then D 2 L
�
R;H� 1

2�� (0; 1)
�
; " > 0 and E 2 L (H;R) : In the

abstract form, the problem (5.38) can be formulated as follows8>><>>:
dz(t) = Az(t) +D�E(z(t))dw(t)

z(0) = z0

(5.39)

For this system, we have 
 = 1
4 +

"
2 , " > 0; and � = 0, so there exists " > 0 such

that � < 1
2 : We deduce that equation (5.39) has a unique solution.

In order to get an explicit formula for the stability radius we solve at �rst

the following Lyapunov equation

2
D ePz;AzE+ hEz;Ezi = 0; z 2 D(A): (5.40)

As in Example (5.15) we obtain

ePz = +1X
k=1

Pk hz;  ki k; z 2 H; where Pk = hf;  ki
2
=2k2�2 k � 1:

here �n and  n are, respectively, the eigenvalues and the eigenvectors of the
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operator A. They are given by [8]

�n = �n2�2;  n(x) =
p
2 sin(n�x); n � 1

For all u 2 U we have




D� ePD


 = sup
u2U

D
D� ePDu; uE

But D
D� ePDu; uE = D ePDu; DuE

Since

Du =
+1X
k=1

hDu; ki k

=
p
2

 
+1X
k=1

sin(k��) k

!
u(s)

and

PDu =
+1X
k=1

Pk hDu; ki k

=
p
2

 
+1X
k=1

Pk sin(k��) k

!
u(s)

It follows that

D
D� ePDu; uE = 2 ju(s)j2 +1X

k=1

+1X
n=1

sin(n��)Pk h k;  ni

we get that D
D� ePDu; uE = 2 ju(s)j2 +1X

k=1

sin2(k��)Pk

From which we deduce that




D� ePD


 = sup
kuk=1

D
D� ePDu; uE = 2 +1X

k=1

sin2(k��)Pk
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But
+1X
k=0

sin2(k��)Pk =
+1X
k=0

sin2(k��)
hf;  ki

2

2k2�2
(5.41)

If we assume that hf;  ki = 1; for any k 2 N; then (5.41) yields
+1X
k=1

sin2(k��)Pk =
+1X
k=1

sin2(k��)
1

2k2�2
�

+1X
k=1

1

2k2�2

We have
+1X
k=1

1

2k2�2
=
1

12

Thus 


D� ePD


 � 1

6

We deduce that

r! (A; D; E) =



D� ePD


�1=2 � p6

Hence if c2 < 6; the system (5.38) is stable. The same result was obtained by

Ichikawa in [48]. In the particular case � = 1
2 , we obtain


D� ePD


 = +1X

k=1

1

k2�2
sin2(

k�

2
)

But

+1X
k=1

1

k2�2
sin2

�
k�

2

�
=

1

�2

+1X
n=0

1

(2n+ 1)
2 sin

2

�
(2n+ 1)�

2

�

=
1

�2

+1X
n=0

(�1)2n

(2n+ 1)
2

Hence 


D� ePD


 ' 0:125
In this case the stability radius is given by

r! (A; D; E) =



D� ePD


� 1

2 ' 2: 828 4
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Chapter 6

Conclusion

Motivated by many applications in control engineering, problems of robust sta-

bility of dynamic systems have attracted a lot of attention of researchers during

the last twenty years. In the study of these problems, the notion of stabil-

ity radius was proved to be a very e¤ective tool. In this thesis, we have used

the framework of stability radii to investigate the problems of robust stability

and robust stabilization for linear deterministic systems on real Hilbert spaces

which are subjected to Lipschitzian stochastic structured multi-perturbations.

Naturally, the research in this area is not completed by this thesis and several

interesting open problems remain.
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6.1 Summary of the obtained results

First we considered the case where the operators describing the structure of the

perturbations are bounded. We established, by adapting the approach used in

[39], characterizations of the stability radius in terms of a Lyapunov equation

and the corresponding inequalities. These characterizations are used to obtain

a computational formula for this radius.

In order to improve the stability margin, we studied the problem of maximiz-

ing the stability radius with respect to state feedback. We established conditions

for the existence of suboptimal controllers in terms of a Riccati equation. We

showed also how the supremal stability radius can be determined in terms of

this equation.

Our last contribution concerns the robustness of stability in the case where

the operators structure are unbounded. This case is more important in the

applications because it covers the case of partial di¤erential equations with

boundary and pointwise noise. We showed how we can generalize the results

established in the bounded case for this case. We characterized the stability

radius in terms of a Lyapunov equation similar to the one used in the bounded

case. These characterizations enables us to determine a lower bound for the

stability radius. It is shown, under an additional assumption, that this lower

bound is equal to the stability radius.

Several examples are given in the thesis which illustrate the di¤erent results

obtained.
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6.2 Open problems

In this section we discuss some open problems, which appear to be interesting.

1. Since time delays are encountered in various physical and engineering sys-

tems, robust stability problems of linear time-delay systems have received

much attention. In Chapter 3, we illustrated the calculus of the stability

radius for the class of delay systems. We considered just the one and two

dimensional cases. It is important to establish formula for computing the

corresponding stability radius. We notice that the problem of comput-

ing the stability radius for linear time-delay systems under deterministic

multi-perturbations has just been solved recently in [43] and only for pos-

itive systems.

2. The problem of maximizing the stability radius is studied assuming that

the full state is available for measurement. However, for some control

systems this may not be a valid hypothesis. Therefore, it would be inter-

esting to consider the problem of optimizing the stability radius by static

or dynamic output feedback.

3. In the case where the operators structure are unbounded, there seems to

be many interesting open problems.

(a) In this case, we have obtained just a lower bound for the stability

radius. We believe that we can obtain a result similar to the bounded

case. However, this requires an investigation.
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(b) It would be interesting to generalize the obtained results for the multi-

peturbations case.

(c) The results of Chapter 5 are established assuming that the semi-

group describing the dynamics is analytic. A study which drops this

hypothesis is desirable.

(d) The maximization problem has not been considered. This can be an

area for future research.

4. In the case of stochastic systems with Markov jump perturbations, some

estimations on the stability radius are given in [20]. It seems to be inter-

esting to generalize there results to in�nite dimensional systems.

This seems to be an appropriate end of this thesis but not of the research.
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Appendix A

In this appendix we give some results, established in [17], concerning the reso-

lution of the Lyapunov equation for delay systems.

Let b be a positive number and �1; :::; �k, be real numbers satisfying

�b = �k < �k�1 < ::: < �1 < �0 = 0

Consider the linear delay di¤erential equation8>>>>>><>>>>>>:

dx(t)
dt = A0x(t) +

kP
i=1

Aix(t+ �i)

x(0) = r;

x(�) = h (�) ; � b � � < 0:

(A.1)

where Ai 2 L(RN ); i = 1; :::; k; r 2 RN and h 2 L2
�
�b; 0; RN

�
: Taking the

space H = M2

�
�b; 0; RN

�
= RN � L2

�
�b; 0; RN

�
endowed with the inner

product

hz; z0iH =
*0BB@ y(0)

y

1CCA ;

0BB@ y0(0)

y0

1CCA
+
H

=

�
hy(0); y0(0)i+

Z 0

�b
hy(�); y0(�)i d�

�
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and the new state z(t) =

0BB@ x(t)

x(t+ �)

1CCA in H; it can be shown [10] that the

operator

Az = A

0BB@ y(0)

y

1CCA =

0BB@ A0y(0) +
kP
i=1

Aiy(�i)

dy
d�

1CCA
with domain

D(A) =

8>><>>:
0BB@ y(0)

y

1CCA ; y; abs. cont. and :
y 2 L2

�
�b; 0; RN

�9>>=>>;
generates a strongly continuous semigroup in H: The System (A.1) can be for-

mulated as the abstract di¤erential equation8>><>>:
:
z(t) = Az(t);

z(0) = z0

(A.2)

on the state space H:

We have the following de�nition of the L2�stability.

De�nition A.1 The system (A.1) is said to be L2�stable if

lim
t!1

Z t

0

hz(s); z(s)iH ds <1;

where z(s) is the solution of the system (A.2).

We have the following conditions for L2�stability, established in [17].

Theorem A.2 Let Q � 0 in L( RN ): The following statements are equivalent.

1. The system (A.1) is L2�stable.
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2. There exists a nonnegative self-adjoint operator P 2 L(H) such that

hAz; Pz0i+ hPz; Az0i+
D
z; eQz0E = 0; for all z; z0 2 D(A) (A.3)

where eQz = (Qy0; 0) ; for z =
0BB@ y0

y1

1CCA 2 RN � L2
�
�b; 0; RN

�
:

3. There exists an � < 0 such that the spectrum �(A) of A lies entirely in

f� 2 C=Re� � �g ; where �(A) = f� 2 C=det�(�) = 0g and det�(�) is

the determinant of the matrix

�(�) = �I �A0 �
kX
i=1

Aie
��i :

Let �(t) be the semigroup generated by A: By [17]; the semigroup �(t)

satisfy the following identity for all z =

0BB@ y0

y1

1CCA in H

[�(t)z]0 = �
0(t)y0 +�

1(t)y1: (A.4)

where

�1(t)y1 =

Z 0

�b
�1(t; �)y1(�)d� (A.5)

and

�1(t; �) =
kX
j=1

8>><>>:
�0(t� �+ �i)Ai; t > �� �i > 0

0 ; otherwise
(A.6)

In the following proposition, established in [17], we give a characterization of

the solution of the Lyapunov equation (A.3) in terms of �(t) .

Proposition A.3 If the Lyapunov equation (A.3) has a nonnegative solution

in L(H); it is unique and for all z; z0 in H

hPz; z0iH =
Z +1

0

D
�(t)z; eQ�(t)z0E dt; z, z0 2 H
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More characterizations of the solution P will be given in the following the-

orem.

Theorem A.4 Let P � 0 in L(H) be the solution of the Lyapunov equation

(A.3). It is completely characterized by its matrix of operators2664 P00 P01

P10 P11

3775 ; P00 2 L(RN ); P01 2 L
�
L2
�
�b; 0; RN

�
; RN

�
;

P10 2 L
�
RN ; L2

�
�b; 0; RN

��
; P11 2 L

�
L2
�
�b; 0; RN

��
:

P00 is characterized by the equation

P00A0 +A
�
0P00 + P10(0) + P10(0)

� +Q = 0; P00 = (P00)
� � 0: (A.7)

P10 is characterized in the following way:

�
P10y

0
�
(�) = P10(�)y

0; y0 2 RN (A.8)

where the map

� 7�! P10(�) : [�b; 0] �! L(RN ) (A.9)

is piecewise absolutely continuous with jumps at � = �i of height A�iP00; i =

1; :::; k � 1: Moreover the map (A.9) is itself characterized by the di¤erential

equation

dP10
d�

(�) = P10(�)A0 +
k�1X
i=1

A�iP00�(�� �i) + P11(�; 0); ae. in [�b; 0] ;

P10 (�b) = A�kP00; (A.10)

where �(�� �i) is the �-function at � = �i:
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P01 is obtained from P10 :

P01y
1 =

Z 0

�b
P10(�)

�y1(�)d�; y1 2 L2
�
�b; 0; RN

�
: (A.11)

P11 is characterized in the following way:

�
P11y

1
�
(�) =

Z 0

�b
P11(�; �)y

1(�)d�; (A.12)

where the map

(�; �) 7�! P11(�; �) : [�b; 0]� [�b; 0] �! L(RN ) (A.13)

is piecewise absolutely continuous in each variable with jumps of height A�iP10 (�)
�at

� = �i; i = 1; :::; k � 1 (resp. P10 (�)Aj at � = �j ; j = 1; :::; k � 1): Moreover

the map P11(�; �) is the solution of�
@

@�
+

@

@�

�
P11(�; �) =

k�1X
i=1

A�iP10 (�)
�
�(�� �i) +

k�1X
i=1

P10 (�)Ai�(� � �j)

(A.14)

with boundary conditions

P11 (�b; �) = A�kP10 (�)
�
; P11 (�;�b ) = P10 (�)Ak; (A.15)

and symmetry property P11 (�; �) = P11 (�; �)
�
:

The solution of the above di¤erential system is

P11 (�; �) =

8>><>>:
P10(�� � � b)Ak; � > �

A�kP10(� � �� b)�; � < �

(A.16)

+
k�1X
i=1

8>><>>:
A�iP10(� � �+ �i)�; � b � � � �+ �i; �i < �

0; otherwise

+
k�1X
j=1

8>><>>:
P10(�� � + �j)Aj ; � b � �� � + �j ; �j < �

0; otherwise
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In order to show how we can get equation ( A.7) and the di¤erential equations

( A.10) and (A.14) we will give a detailed proof of this theorem similar to the

one given in [17].

Proof. The proof will be decomposed in three parts. In the �rst part we

use the proposition (A.3) to study P00 and the kernels P10 (�) and P11(�; �) of

the operators P10 and P11: In the second part we use the results of the �rst one

to derive equation (A.7) and the di¤erential equations for P10 (�) and P11(�;

�): Explicit expression of P11(�; �) in terms of P10 (�) is given in the third part:

Part1: By proposition (A.3) we have

hPz; z0iH =
Z +1

0

h�(t)z;Q�(t)z0i dt; z; z0 2 H:

(i) Let z =

0BB@ h0

0

1CCA and z0 =

0BB@ f0

0

1CCA such that h0, f0 2 RN . Then

*2664 P00 P01

P10 P11

3775
0BB@ h0

0

1CCA ;

0BB@ f0

0

1CCA
+
H

=

Z +1

0

D
�0(t)h0; eQ�0(t)f0E dt

which implies that

hh0; P00f0i =
�
h0;

�Z +1

0

�0(t)�Q�0(t)dt

�
f0

�
; for all h0; f0 in Rn:

We deduce that P00 =
�R +1

0
�0(t)�Q�0(t)dt

�
:

(ii) Let z =

0BB@ 0

h1

1CCA and z0 =

0BB@ f0

0

1CCA such that h1 2 L2
�
�b; 0; RN

�
and

f0 2 RN . Then*2664 P00 P01

P10 P11

3775
0BB@ 0

h1

1CCA ;

0BB@ f0

0

1CCA
+
H

=

Z +1

0



�1(t)h1; Q�

0(t)f0
�
dt:
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Since �1(t)h1 =
R 0
�b �

1(t; �)h1(�)d�; it follows that

*0BB@ P01h1

P11h1

1CCA ;

0BB@ f0

0

1CCA
+
H

=

Z +1

0

�Z 0

�b
�1(t; �)h1(�)d�; eQ�0(t)f0� dt

which yields

hP01h1; f0i =
Z 0

�b

� �Z +1

0

�0(t)� eQ��1(t; �)dt�h1(�); f0� d�:
Using (A.11) we obtain�Z 0

�b
P10(�)

�h1(�)d�; f0

�
=

�Z 0

�b

�Z +1

0

�0(t)�Q��1(t; �)dt

�
h1(�)d�; f0

�
from which we deduce that

P10(�) =

Z +1

0

�1(t; �)�Q�0(t)dt

We now substitute for �1(t; �) the expression

kX
i=1

8>><>>:
�0(t� �+ �i)Ai; t > �� �i > 0

0; otherwise
(A.17)

We get

P10(�) =

kX
i=1

8>><>>:
A�i
R +1
���i �

0(t� �+ �i)�Q�0(t)dt; �i � �

0 , �i > �

From this expression we see that P10(�) has jumps at � = �i; i = 1; :::; k�

1; of respective heights A�iP00: Moreover P10(�b) = A�kP00:

(iii) Let z =

0BB@ 0

h1

1CCA and z0 =

0BB@ 0

f1

1CCA such that h1; f1 2 L2
�
�b; 0; RN

�
.

Then*2664 P00 P01

P10 P11

3775
0BB@ 0

h1

1CCA ;

0BB@ 0

f1

1CCA
+
H

=

Z +1

0



�1(t)h1; Q�

1(t)f1
�
dt:
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In view of (A.5)

*0BB@ P01h1

P11h1

1CCA ;

0BB@ 0

f1

1CCA
+
H

=

Z +1

0

�Z 0

�b
�1(t; �)h1(�)d�;Q

Z 0

�b
�1(t; �)f1(�)d�

�
dt

which implies that

hP11h1; f1iL2(�b; 0; RN ) =
Z 0

�b

�Z 0

�b

�Z +1

0

�1(t; �)�Q��1(t; �)dt

�
h1(�)d�; f1(�)

�
d�

hence

Z 0

�b
h(P11h1) (s) ; f1 (s)i ds

=

Z 0

�b

�Z 0

�b

�Z +1

0

�1(t; �)� eQ�1(t; �)dt�h1(�)d�; f1(�)� d�
using (A.12) we obtain that

Z 0

�b

�Z 0

�b
P11(s; �)h1(�)d�; f1 (s)

�
ds

=

Z 0

�b

�Z 0

�b

�Z +1

0

�1(t; �)�Q�1(t; �)dt

�
h1(�)d�; f1(�)

�
d�:

which yields for all h1 and f1 in L2
�
�b; 0; RN

�
Z 0

�b

�Z 0

�b
P11(s; �)h1(�)d�; f1 (s)

�
ds

=

Z 0

�b

�Z 0

�b

�Z +1

0

�1(t; �)�Q��1(t; �)dt

�
h1(�)d�; f1(�)

�
d�:

we deduce that

P11(�; �) =

Z +1

0

�1(t; �)�Q��1(t; �)dt

Which implies that

P11(�; �)
� =

Z +1

0

�1(t; �)�Q�1(t; �)dt:

143



Now we use (A.17) to express P11(�; �) in terms of �0:

P11(�; �) =

+1Z
0

2664 kX
i=1

8>><>>:
A�i�

0(t� �+ �i)�; t > �� �i > 0

0 , otherwise

3775

� eQ
2664 kX
j=1

8>><>>:
�0(t� � + �j)Aj ; t > � � �j > 0

0 , otherwise

3775 dt

=
kP
i=1

kP
j=1

+1Z
0

8>><>>:
A�i�

0(t� �+ �i)�Q�0(t� � + �j)Aj ; t > �� �i > 0; t > � � �j > 0

0 , otherwise
dt

=
kP
i=1

kP
j=1

26666664

8>>>>>><>>>>>>:

R +1
���i dtA

�
i�

0(t� �+ �i)�Q�0(t� � + �j)Aj ; �� �i > � � �j > 0R +1
���j dtA

�
i�

0(t� �+ �i)�Q�0(t� � + �j)Aj ; � � �j > �� �i > 0

0 , otherwise

37777775

=
kP
i=1

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

kP
j=1

8>>>>>>>>>><>>>>>>>>>>:

8>>>>>><>>>>>>:

R +1
���i dtA

�
i�

0(t� �+ �i)�

Q�0(t� � + �j)Aj ; � � �j � �+ �i 6 0R +1
���j dt; � � �j � �+ �i > 0

; � > �j

0 , � < �j

; � � �i

0 , � < �i

Given �; P11(�; �) has jumps at � = �j ; j = 1:::; k � 1; of height

kX
i=1

8>><>>:
R +1
���i dtA

�
i�

0(t� �+ �i)�Q�0(t)Aj ; � > �i

0 , � < �i

= P10(�)Aj

It follows that P11(�; �b) = P10(�)Ak: Now given �; P11(�; �) has jumps at

� = �i; i = 1:::; k � 1; of height

kX
j=1

8>><>>:
R +1
���j dtA

�
i�

0(t)� eQ�0(t� � + �j)Aj ; � > �j

0 , � < �j

= A�iP10(�)
�
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Moreover,

P11(�b; �)
k

=
X
j=1

8>><>>:
R +1
���j dtA

�
k�

0(t)� eQ�0(t� � + �j)Aj ; � > �j

0 , � < �j

and

P11(�b; �) = A�kP10(�)
�:

We now express P11(�; �) in terms of P10(:): We have

P11(�; �) =
kP
j=1

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

kP
i=1

8>>>>>>>>>><>>>>>>>>>>:

8>>>>>><>>>>>>:

R +1
���i dtA

�
i�

0(t� �+ �i)�Q�0(t� � + �j)Aj

,� � �j � �+ �i 6 0

0 , otherwise

; � > �i

0 , � < �i

; � > �i

0 ,� < �i

+
kP
i=1

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

kP
j=1

8>>>>>>>>>><>>>>>>>>>>:

8>>>>>><>>>>>>:
0; , � � �j � �+ �i 6 0R +1

0
dtA�i�

0(t� �+ �i)�Q

�0(t� � + �j)Aj , � � �j � �+ �i > 0

; � > �j

0 , � < �j

; � > �i

0 ; � < �i

=
kP
j=1

8>>>>>>>>>><>>>>>>>>>>:

kP
i=1

8>>>>>><>>>>>>:

R +1
���+�j��i dtA

�
i�

0(t� �+ � � �j + �i)�Q

�0(t)Aj ; � �+ � � �j + �i 6 0; � > �i

0 , otherwise

; � > �i

0 , � < �i
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+
kP
i=1

8>>>>>>>>>><>>>>>>>>>>:

kP
j=1

8>>>>>><>>>>>>:

R +1
���+�i��j dtA

�
i�

0(t)�Q

�0(t� � + �� �i + �j); � � + �� �i + �j 6 0 , � > �j

0 , otherwise

; � > �i

0 , � < �i

Part2 In this part we derive equations (A.7), (A.10), (A.14).

1. Our start point is the Lyapunov equation (A.3).

hAz; Pz0iH + hPz; Az
0iH +

D
z; eQz0E

H
= 0; z; z0 2 D(A)

Let z; z0 2 D(A) such that z =

0BB@ h0

h

1CCA ; z0 =

0BB@ f0

f

1CCA with h0 = h (0)

and f0 = f (0) : We have

hAz; Pz0iH =

*0BB@ A0h0 +
kP
i=1

Aih(�i)

dh
d�

1CCA ;

2664 P00 P01

P10 P11

3775
0BB@ f0

f

1CCA
+
H

=

*
A0h0 +

kX
i=1

Aih(�i); P00f0 + P01f

+

+

0Z
�b

�
dh

d�
(�); (P10f0 + P11f) (�)

�
d�

= hA0h0; P00f0i+ hA0h0; P01fi+
*

kX
i=1

Aih(�i); P00f0

+

+

*
kX
i=1

Aih(�i); P01f

+
+

0Z
�b

�
dh

d�
(�); (P10f0) (�)

�
d�

+

0Z
�b

�
dh

d�
(�); (P11f) (�)

�
d�

146



Similarly we obtain for the second term of the Lyapunov equation (A:3):

hPz; Az0iH = hP00h0; A0f0i+
*
P00h0;

kX
i=1

Aif(�i)

+
+ hP01h; A0f0i

+

*
P01h;

kX
i=1

Aif(�i)

+
+

0Z
�b

�
(P10h0) (�);

df

d�
(�)

�
d�

+

0Z
�b

�
(P11h) (�);

df

d�
(�)

�
d�

The third term is

D
z; eQz0E

H
=

*0BB@ h0

h

1CCA ;

0BB@ Qf0

0

1CCA
+
= hh0; Qf0i

The Lyapunov equation (A.3) is then equivalent to

hA0h0; P00f0i+ hA0h0; P10fi+
*

kX
i=1

Aih(�i); P10f

+

+

*
kX
i=1

Aih(�i); P00f0

+
+

*
P00h0;

kX
i=1

Aif(�i)

+

+

0Z
�b

�
dh

d�
(�); (P10f0) (�)

�
d� +

0Z
�b

�
dh

d�
(�); (P11f) (�)

�
d�(A.18)

0Z
�b

�
(P11h) (�);

df

d�
(�)

�
d� +

0Z
�b

�
(P10h0) (�);

df

d�
(�)

�
d�

+

*
P01h;

kX
i=1

Aif(�i)

+
+ hP00h0; A0fi

+ hP01h; A0f0i+ hh0; Qf0i = 0
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Using (A.11) and (A.12), equation (A.18) yields

hA0h0; P00f0i+
*

kX
i=1

Aih(�i); P00f0

+

+

�
A0h0;

Z 0

�b
P �10(�)f(�)d�

�
+

*
kX
i=1

Aih(�i);

Z 0

�b
P �10(�)f(�)d�

+

+

0Z
�b

�
dh

d�
(�); P10(�)f0

�
d�+

0Z
�b

�
dh

d�
(�);

Z 0

�b
P11(�; �)f(�)d�

�
d�

+ hP00h0; A0f0i +
*
P00h0;

kX
i=1

Aif(�i )

+

+

* 0Z
�b

P �10(�)h(�)d�; A00f0

+
+

* 0Z
�b

P �10(�)h(�)d�;
kX
i=1

Aif(�i)

+

+

0Z
�b

�
P10(�)h0;

df

d�
(�)

�
d�

+

0Z
�b

* 0Z
�b

P11 (�; �)h(�)d�;
df

d�
(�)

+
d� + hh0; Qf0i = 0 (A.19)

Let

hn(�) =

8>><>>:
h0
�
1 + n �b

�
; � b

n � � � 0:

0; otherwise,

where n is chosen in such a way such that n > b��11 : Then

hn(0) �! h0
n!+1

and hn �! 0 in L2(�b; 0;RN ):

Let fi be chosen in such a way that

supp fi � (�i; �i�1) [ (�1; 0] :
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Let h = hn and f = fi in (A.19):

hA0h0; P00fi(0)i+
*
A0h0;

 Z �i�1

�i

+

Z 0

�1

!
P �10(�)fi(�)d�

+

+

0Z
�1

�
dhn
d�

(�); P10(�)fi(0)

�
d�

+

0Z
�1

*
dhn
d�

(�);

 Z �i�1

�i

+

Z 0

�1

!
P11(�; �)fi(�)d�

+
d� (A.20)

+ hP00h0; A0fi(0)i+
* 0Z
�1

P �10(�)hn(�)d�;A0fi(0)

+

+

 Z �i�1

�i

+

Z 0

�1

!�
P10(�)h0;

dfi
d�
(�)

�
d�

+

 Z �i�1

�i

+

Z 0

�1

!* 0Z
�1

P11 (�; �)hn(�)d�;
df

d�
(�)

+
d� + hh0; Qfi(0)i = 0

Since �! P01(�); �! P11(�; �) and �! P11(�; �) are absolutely con-

tinuous in (�i; �i�1) and (�1; 0) we can now integrate by parts. Equation
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(A.20) now reduces to

hA0h0; P00fi(0)i+
*
A0h0;

 Z �i�1

�i

+

Z 0

�1

!
P �10(�)fi(�)d�

+

+ hh0; P10(0)fi(0)i+
*
h0;

 Z �i�1

�i

+

Z 0

�1

!
P11(0; �) fi(�)d�

+

�
Z 0

�1

hhn(�); P10(�) fi(0)i d�+ hP00h0; A0fi(0)i (A.21)

�
Z 0

�1

*
hn(�);

 Z �i�1

�i

+

Z 0

�1

!
P11(�; �)fi(�)d�

+
d�

+

* 0Z
�1

P �10(�)hn(�)d�; A0fi(0)

+
+ hP10(0)h0; fi(0)i

+

Z 0

�1

hP11(0; �)hn(�); fi(0)i d��
 Z �i�1

�i

+

Z 0

�1

!�
dP �10
d�

(�)hn(0); fi (�)

�
d�

�
 Z �i�1

�i

+

Z 0

�1

!* 0Z
�1

dP11
d�

(�; �)hn(�)d�; fi(�)

+
d� + hh0; Qfi(0)i = 0

Given any g in L2
�
�b; 0; RN

�
,������

0Z
�b

hhn(�); g(�)i d�

������ � khnkL2(�b;0; RN ) kgkL2(�b;0; RN )
and since lim

n!+1
khnkL2(�b;0; RN ) = 0 it follows that

lim
n!+1

0Z
�b

hhn(�); g(�)i d� = 0

Taking the limit of equation (A.21) as n goes to in�nity, we obtain

hA0h0; P00fi(0)i+
*
A0h0;

 Z �i�1

�i

+

Z 0

�1

!
P �10(�)fi(�)d�

+

+ hh0; P10(0)fi(0)i+
*
h0;

 Z �i�1

�i

+

Z 0

�1

!
P11(0; �) fi(�)d�

+
+ hP00h0; A0fi(0)i + hP �10(0)h0; fi(0)i (A.22)

�
 Z �i�1

�i

+

Z 0

�1

!�
dP �10
d�

(�)h0; fi(�)

�
d�+ hh0; Qf0i = 0
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Let

fi(�) = fm(�) =

8>><>>:
f0
�
1 +m �

b

�
; �b

m � � � 0

0; otherwise
;

where m is chosen in such a way that m > b��11 : When we take the limit

of equation (A.22) as m goes to in�nity we obtain

h(P00A0 + P10(0)� +A�0P00 + P10(0) +Q)h0; f0i = 0

for all h0 and f0 in RN :

2. To obtain (A.10) in the open interval (�i; �i�1) we choose fi such that

supp fi � (�i; �i�1) : Then equation (A.22) yields*
A0h0;

Z �i�1

�i

P �10(�)fi(�)d�

+
+

*
h0;

Z �i�1

�i

P11(0; �)fi(�)d�

+

�
Z �i�1

�i

�
dP10
d�

(�)h0; fi(�)

�
d� = 0

which implies that

Z �i�1

�i

hP10(�)�A0h0; fi(�)d�i+
Z �i�1

�i

hP11(0; �)�h0; fi(�)d�i

�
Z �i�1

�i

�
dP10
d�

(�)h0; fi(�)

�
d� = 0

Therefore

Z �i�1

�i

��
P10 (�)A0 + P11(0; �)

� �
�
dP10
d�

(�)

���
h0; fi(�)

�
d� = 0

By density of the set of absolutely continuous maps with support in

(�i; �i�1) in L2
�
�i; �i�1;RN

�
and the propriety

P11 (�; �)
�
= P11 (�; �) ;
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the above equation yields for all h0 in RN�
�dP10

d�
(�) + P10 (�)A0 + P11(�; 0)

�
h0 = 0

almost everywhere in (�i; �i�1) :

3. To obtain (A.14) in the region

f(�; �) 2 [�b; 0]� [�b; 0] = � 2 (�i; �i�1) ; � 2 (�j ; �j�1)g

we choose

h = hi; supp hi � (�i; �i�1) ;

f = fj ; supp fj � (�j ; �j�1)

and substitute in (A.22 ) which reduces to the following expression:

�i�1Z
�i

*
dh1i
d�
(�);

Z �j�1

�j

P11(�; �)f
1
j (�)d�

+
d� (A.23)

+

�j�1Z
�j

*Z �i�1

�i

P11 (�; �)h
1
i (�)d�;

df1j
d�
(�)

+
d� = 0

The two terms can be integrated by parts:

�i�1Z
�i

*
dh1i
d�
(�);

Z �j�1

�j

P11(�; �)f
1
j (�)d�

+
d�

= �
�i�1Z
�i

*
h1i (�);

Z �j�1

�j

@

@�
P11(�; �)f

1
j (�)d�

+
d�

and
�j�1Z
�ij

*Z �i�1

�i

P11(�; �)h
1
i (�)d�;

df1j
d�
(�)

+
d�

= �
�j�1Z
�j

�i�1Z
�i

�
@

@�
P11(�; �)h

1
i (�)d�; f

1
j (�)

�
d�
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Equation (A.23) takes the form

�i�1Z
�i

*
h1i (�);

Z �j�1

�j

@

@�
P11(�; �)f

1
j (�)d�

+
d�

+

�j�1Z
�j

�i�1Z
�i

�
@

@�
P11(�; �)h

1
i (�)d�; f

1
j (�)

�
d� = 0

which implies that

�i�1Z
�i

 Z �j�1

�j

��
@

@�
P11(�; �)

��
h1i (�); f

1
j (�)

�
d�

!
d�

+

�i�1Z
�i

0B@�j�1Z
�j

�
@

@�
P11(�; �)h

1
i (�); f

1
j (�)

�
d�

1CA d� = 0

Using the property P11 (�; �) = P11 (�; �)
� it follows that

�i�1Z
�i

 Z �j�1

�j

���
@

@�
P11(�; �)

��
+

�
@

@�
P11(�; �)

���
hi(�); fj(�)

�
d�

!
d� = 0

Now using the density argument we obtain

�
@

@�
P11(�; �)

��
+

�
@

@�
P11(�; �)

��
= 0

from which it follows that

@

@�
P11(�; �) +

@

@�
P11(�; �) = 0

for all most all (�; �) in (�i; �i�1)� (�j ; �j�1) :

Part3. We now solve equation (A.14) with boundary conditions (A.15).
We let � = �� � and consider two cases. First let b � � � 0; then

�b � � � 0 =) � � b � � � 0
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If we change the variable � to � = �� �; equation (A.14) becomes

d

d�
P11(�; �� �) =

k�1X
i=1

A�iP10 (�� �)
�
�(�� �i) +

k�1X
i=1

P10 (�)Ai�(�� � � �j)

This last equation can be integrated from � � b to � :

P11(�; �� �) = P11 (� � b; � b)

+
k�1X
i=1

8>><>>:
A�iP10 (�� �)

�
; � � b � �i < �

0; otherwise

+

k�1X
j=1

8>><>>:
P10 (� + �j)Aj ; � � b � � + �j < �

0; otherwise

Finally for � � �;

P11 (�; �) = P10 (�� � � b)Ak

+
k�1X
j=1

8>><>>:
P10 (�� � + �j)Aj ; �j < �

0 ; otherwise

+
k�1X
j=1

8>><>>:
A�iP10 (� � �+ �i)

�
; � b � � � �+ �i; �i < �

0 , otherwise

= P10 (�� � � b)Ak

+
k�1X
j=1

8>><>>:
P10 (�� � + �j)Aj ; �j < �; � b � �� � + �j

0 , otherwise

+
k�1X
j=1

8>><>>:
A�iP10 (� � �+ �i)

�
; � b � � � �+ �i; �i < �

0 , otherwise

Notice that in the above expression for P11 (�; �) all terms but the �rst are

symmetrical. Hence for � � � we shall obtain the same expression with the

154



exception of the �rst term which will be equal to

A�kP10 (�� � � b)
�

But

lim
��!�
���

P10 (�� � � b)Ak = P10 (�b)Ak = A�kP00Ak

and

lim
��!�
���

A�kP10 (�� � � b)
�
= A�kP10 (�b)

�
= A�kP00Ak

imply that this �rst is continuous at (�; �) ; �b � � < �k�1: This makes it

possible to write the �rst term as follows:

P10 (�� � � b)Ak; � � �

A�kP10 (�� � � b)
�
; � < �

This yields identity (A.16).
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Appendix B

In this part, we give a proof to Lemma 3.7, similar to the one given in [39]. At

�rst we recall some basic de�nitions from the Graphs Theory.

Let V a set of points which shall be considered to be connected in some

fashion. We call V the vertex set and the elements v 2 V are vertices.

De�nition B.1 A graph G = G (V ) with the vertex set V is a family of asso-

ciations or pairing

E = (a; b) ; a; b 2 V (B.1)

which indicates which vertices shall be considered to be connected. Each de�ned

couple (B.1) is called an edge of the graph; the vertices a and b are called the

endpoints of the edge E:

In the applications a graph is usually interpreted as a network in which the

vertices of G are nodes or junctions.

In the de�nition (B.1) of an edge one may or may not take into account the
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order in which the two endpoints occur. If the order is immaterial

E = (a; b) = (b; a)

we say that E is undirected edge. On the other hand, if the order is to be taken

into consideration we shall call E a directed edge. A gragh is called undirected

when every edge is undirected, while in a directed graph all edges are directed.

De�nition B.2 A sequence of edges in G is any �nite or in�nite series of edges

S = (:::; E0; E1; :::; En; :::)

such that consecutive edges Ei�1 and Ei always have a common point.

De�nition B.3 A sequence of edges is a path when no edge appears more than

once in it. A non-cyclic path is called a simple path or an arc if none of its

vertices is traversed more than once.

De�nition B.4 A directed graph G is said to be strongly connected if every

node of G is connected to every distinct node of G by a direct path in G:

Let

f(�) = max
j2N

fj(�); fj(�) =







NX
i=1

�
�i
�j

�2
Hij






 , � 2 (0;1)N :
where, for all i; j 2 N , the operator Hij 2 L(Uj) is de�ned by

Hijuj = �j

Z +1

0

D�
jS

�(t)E�i EiS(t)Djujdt:

where the operators S(t); (Ei; Di)i=1;N and �i; i = 1; :::; N; are de�ned as in

Chapter 3.
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Set

f(�) = max
j2N

fj(�); fj(�) =







NX
i=1

�
�i
�j

�2
Hij






 , � 2 (0;1)N :
Set

�̂ = inf
�2(0;1)N

f(�) = inf
�2(0;1)N

max
j2N







NX
i=1

�
�i
�j

�2
Hij






 (B.2)

Let � the directed graph with node set N = f1; :::; Ng and set of directed arcs

� =
n
(i; j) 2 N2

; Hij 6= 0
o

Theorem B.5 Suppose that � is strongly connected. Then there exists a subset

J � �N and a vector �̂ 2 (0;1)N satisfying f(�̂) = �̂; and





NX
i=1

�
�̂i
�̂j

�2
Hij






 =






X
i2J

�
�̂i
�̂j

�2
Hij






 = �̂ if j 2 J:





NX
i=1

�
�̂i
�̂j

�2
Hij






 < �̂ if j 2 NnJ:

In order to prove this theorem we need the following lemmas.

Lemma B.6 Suppose that
�
�k
�
k2N is a sequence in S

N
+ =

n
� 2 (0;1)N ; k�k = 1

o
and

�
f
�
�k
��
k2N is bounded. If j 2 N can be reached from i 2 N via a direct

path in �; then

lim
k!+1

�kj = 0 =) lim
k!+1

�ki = 0 (B.3)

Proof. It su¢ ces to prove (B.3) for the case where (i; j) 2 �: Since

f
�
�k
�
� fj

�
�k
�
�
 
�ki
�kj

!2
kHijk

it follows that �
�kj
�2
f
�
�k
�
�
�
�ki
�2 kHijk
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from which we obtain the desired result.

Applying this lemma we obtain the following existence result.

Proposition B.7 Suppose that � is strongly connected. Then there exists �̂ 2

SN+ such that

f (�̂) = �̂

Proof. Since

f(r�) = f(�), � 2 (0;1)N ; r > 0

it su¢ ces to consider f on SN+ . Let
�
�k
�
k�0 be a minimizing sequence for f on

SN+ which converge toward some limit �̂ in the closure of SN+ . We have only to

show that �̂ 2 SN+ , i.e., �̂i > 0 for all i 2 �N: But if we assume that �̂j = 0 for

some j 2 �N , then since
�
f
�
�k
��
is bounded and j can be reached from every

i 2 �N via a direct path in �; we must have �̂ = 0 by the previous lemma. On

the other hand �̂ 6= 0 because
�
�k
�
k�0 is a sequence in S

N
+ . The contradiction

shows that �̂i > 0 for all i 2 �N:

Lemma B.8 Suppose H0; H1 2 L+(U); and r1 < r2 are such that

kH0 + r1H1k = kH0 + r2H1k

Then

kH0 + rH1k = kH0k ; 0 � r � r2

Proof. Let v 2 U; kvk = 1; be such that

kH0 + r1H1k = h(H0 + r1H1) v; vi

159



Then

h(H0 + r1H1) v; vi � h(H0 + r2H1) v; vi � kH0 + r2H1k = h(H0 + r1H1) v; vi

It follows that

h(H0 + r1H1) v; vi = h(H0 + r2H1) v; vi

which implies that hH1v; vi = 0: So

kH0 + r2H1k = hH0v; vi � kH0k

But r �! kH0 + rH1k is increasing and hence the result follows.

Proof of Theorem B.5. By proposition B.7 there is a vector ! 2 (0;1)N

such that

max
j2N








X
i2N

�
!i
!j

�2
Hij







 = �̂

Among all these minimizing vectors we choose one, denoted by !̂; for which the

number of j 2 N satisfying 






X
i2N

� b!ib!j
�2

Hij







 = �̂

is minimal. Let J be the set of these j 2 N: Then






X
i2N

� b!ib!j
�2

Hij







 < �̂; j 2 N r J (B.4)

For r 2 [0; 1] ; de�ne !̂(r) 2 (0;1)N by setting !̂j(r) = !̂j if j 2 J and

!̂j(r) = r!̂j if j 2 NnJ: For r su¢ ciently close to one, say r 2 [r̂; 1] with r̂ < r;

the inequalities (B.4) still hold when !̂ is replaced by !̂(r): For these r :






X
i2N

�
!̂i(r)

!̂j(r)

�2
Hij







 =







X
i2J

�
!̂i
!̂j

�2
Hij + r

2
X
i2NnJ

�
!̂i
!̂j

�2
Hij







 � �̂; j 2 J
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But by the minimality assumption on J; none of the above inequalities can

be strict for r 2 [r̂; 1] : Applying Lemma B.8 with H0 =
P
i2J

�
!̂i
!̂j

�2
Hij and

H1 =
P

i2NnJ

�
!̂i
!̂j

�2
Hij we conclude that








X
i2N

�
!̂i(r)

!̂j(r)

�2
Hij







 =





X
i2J

�
!̂i
!̂j

�2
Hij






 = �̂; r 2 [0; 1] ; j 2 J (B.5)

Setting �̂i = !̂i(r); i 2 N , we obtain the desired result from (B.4) and (B.5).

In the case where � is not strongly connected, we introduce the following

notations. Let Ck, k = 1; :::;K; be the node sets of the strongly connected

components of � ordered in such a way that for 1� h < k � K there is no

directed arc (i; j)2 � such that i 2 Ck; j 2 Ch: Then, for all h; k 2 K

h < k =) (i 2 Ck and j 2 Ch =) Hij = 0) (B.6)

Since N = [
k2K

Ck; it follows from (B.6) that

f(�) = max
k2K

max
j2Ck







NX
i=1

�
�i
�j

�2
Hij






 = maxk2K
max
j2Ck







NX
k=1

X
i2Ck

�
�i
�j

�2
Hij






 , � 2 (0;1)N :
The next theorem shows that problem (B.2) can be solved by restricting our con-

siderations to the strongly connected components of �: We denote by (0;1)Ck

the set (0;1)Ck = f(�j); �j 2 (0; 1) for all j 2 Ckg :

Theorem B.9 Let �k = min
�2(0;1)Ck

min
j2Ck






 Pi2Ck
�
�i
�j

�2
Hij






 ; k 2 K: Then
�̂ = max

k2K
�k

Moreover, if k̂ satis�es �k̂ = max
k2K

�k there exist a subset J � Ck̂ and for every
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� > 0; a vector � 2 (0;1)N such that





NX
i=1

�
�i
�j

�2
Hij






 � �̂+ �, j 2 N:






X
i2Ck̂

�
�i
�j

�2
Hij







 =






X
i2J

�
�i
�j

�2
Hij






 = �̂, j 2 J:

For the proof we need the following lemmas. For every " > 0 we de�ne the

set

X(") =

�
� 2 (0;1)N ; 8k 2 K � 1 : i 2 Ck ^ j 2 Ck+1 =)

�i
�j

< "

�

Lemma B.10 Suppose that, for each k 2 K; a positive vector !k 2 (0;1)Ck

is given. Choose rk > 0 for all k 2 K such that

max
i2Ck

rk(!
k)i < min

j2Ck+1
rk+1(!

k+1)j ; k = 1; :::;K � 1:

and de�ne � 2 (0;1)N by

�i = rk"
K�k(!k)i; k 2 K; i 2 Ck:

Then

� 2 X(") and 8i; j 2 Ck :
�i
�j
=
(!k)i
(!k)j

: (B.7)

Lemma B.11 Given a family of vectors !k 2 (0;1)Ck ; k 2 K; satisfying

max
j2Ck






X
i2Ck

�
(!k)i
(!k)j

�2
Hij






 = �k; k 2 K: (B.8)

there exists, for every � > 0; a vector � 2 (0;1)N such that

f(�) � max
k2K

�k + � and 8k 2 K; 8i; j 2 Ck :
�i
�j
=
(!k)i
(!k)j

:
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Proof. Suppose that !k 2 (0;1)Ck ; k 2 K, satisfy (B.8), and let � > 0:

Then

max
k2K

max
j2Ck






X
i2Ck

�
(!k)i
(!k)j

�2
Hij






 = maxk2K
�k:

For every " > 0; there exist, by Lemma B.10, a vector � = � (") 2 (0;1)N such

that (B:7) is satis�ed. It follows that

f(� (")) = max
k2K

max
j2Ck







kX
h=1

X
i2Ch

�
(� ("))i
(� ("))j

�2
Hij







� max
k2K

max
j2Ck







k�1X
h=1

X
i2Ch

�
(� ("))i
(� ("))j

�2
Hij






+maxk2K
�k

But for all " 2 (0; 1) we have

i 2 Ch; j 2 Ck; and h < k =) � (")i
� (")j

� "

Choosing " 2 (0; 1) such that

max
k2K

max
j2Ck







k�1X
h=1

X
i2Ch

"2Hij






 � �

we obtain

f (� (")) � max
k2K

�k + �

This concludes the proof.

Proof of Theorem B.9. By proposition B.7 there exists a family of

vectors !k; k 2 K; satisfying (B.8). Hence by Lemma B.11 for � > 0 there

exists � 2 (0;1)N such that

f (�) � max
k2K

�k + �

But for every � 2 (0;1)N ;

f(�) = max
k2K

max
j2Ck







kX
h=1

X
i2Ch

�
�i
�j

�2
Hij






 � maxk2K
max
j2Ch






X
i2Ch

�
�i
�j

�2
Hij






 � maxk2K
�k
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since �̂ = inf
�2(0;1)N

f(�); we conclude that �̂ = max
k2K

�k: The second part of

Theorem B.9 follows from this and Theorem B.5.

Combining Theorem B.9 and Theorem B.5, we obtain Lemma 3.7.
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