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Abstract

The purpose of this thesis is to study a collection of problems related to the Lebesgue spaces with

variable exponent. In particular, we study the variable weighted Hardy space on domains, where,

we explore its atomic decomposition and we also study its dual space. Next, we study the weighted

variable Hardy space associated with operator L, more accurately, we establish the molecular char-

acterization of the space Hp(·)
w,L (R

n), then we explore its dual space. Finally, we study the weighted

Hardy-Lorentz spaces with variable exponents, more precisely, we establish the atomic characteri-

zation of the variable weighted Hardy-Lorentz spaces.

Résumé

L’objectif de cette thèse est d’étudier un ensemble de problèmes liés aux espaces de Lebesgue à

exposant variable. Dans un premier temps, nous étudions les espaces de Hardy pondéré à expo-

sant variable sur les domaines, où nous établissons sa décomposition atomique, et nous découvrons

également son espace dual. Ensuite, nous étudions l’espace de Hardy pondéré à exposant variable

associé à l’opérateur L, où, nous établissons la caractérisation moléculaire de l’éspace Hp(·)
w,L (R

n),

puis nous étudions son espace dual. Enfin, nous étudions les espaces de Hardy-Lorentz pondéré

à exposant variable, où nous établissons la caractérisation atomique des espaces de Hardy-Lorentz

pondéré à exposant variable.
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INTRODUCTION

The theory of function spaces with variable exponents has evolved into an interesting
field of research due to its connection with various domains such as, the modeling of elec-
trorheological fluids, thermorheological fluids, in the study of image processing, in differ-
ential equations with nonstandard growth, see e.g. [12, 36, 79].

The starting point of this theory was in 1931 by Orlicz [77], who introduced a natu-
ral generalization for the well-known Lp(Ω)−spaces via replacing the real exponent p by
a measurable function p(·). Kovćik and Rákosník [51] showed that Lp(·)(Ω)−spaces have
many similar properties to the classical Lp(Ω)−spaces, but different in subtle ways. After
10 years later, Fan and Zhao [26] proved the same properties and results in [51], where they
have used a different method. The variable exponent function spaces have been widely in-
vestigated and used in harmonic analysis and partial differential equations, see for instance
[18, 21, 64] and the references therein.

In the last decades, the weighted variable exponent Lebesgue space, which is a gener-
alization of both the weighted Lebesgue space and the variable Lebesgue space, has been
intensively studied, see for example [22, 30]. Finding the optimal condition for which the
maximal function is bounded on this space is one of the most considerable problems in this
space. Diening and Hästö [19] introduced the class Ap(·) as a generalization of the ordinary
Mukenhoupt class Ap and proved that the maximal operator is bounded on weighted vari-
able exponent Lebesgue space with weights in this new class.

The real variable Lorentz spaces Lp,q(Rn) is firstly initiated by Lorentz in [63] and this
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kind of space is considered as an extension for the classical Lebesgue spaces Lp(Rn). The
study of the Lorentz spaces became an extensive field of research due to its applications
in many fields of mathematics. We refer the reader to [2, 6, 7, 59, 60] and the references
therein. Concerning Lorentz spaces with variable exponent, Kempka and Vybíral [49], in-
troduced and investigated the variable Lorentz spaces Lp(·),q(·)(Rn). One of the important
result proved in [49] lies in the fact that the variable Lorentz space coincides with the vari-
able Lebesgue space when p(·) = q(·) i.e. Lp(·),p(·)(Rn) ≡ Lp(·)(Rn), exactly as in the real
variable case. Worth mentioning that Israfilov et al. [44] studied the mapping properties of
classical operators arising in harmonic analysis in the weighted variable Lorentz spaces. Re-
cently, Ö. Kulak [53] introduced a new weighted variable exponent Lorentz space, then he
investigated the boundedness of the bilinear Littlewood-Paley square function and Hardy-
Littlewood maximum function on these weighted variable exponent Lorentz spaces. Fur-
ther historical details and recent developments related to the Lorentz spaces with variable
exponents are reported in [15, 25, 31, 71].

Another proper substitute for the classical Lebesgue spaces is the classical Hardy spaces
Hp(Rn), introduced and developed by E. Stein and G. Weiss [86]. Worth pointing out that
the real variable Hardy space Hp(Rn) plays an important role in harmonic analysis and par-
tial differential equations, see for instance [70, 82]. In [8], M. Bownik introduced and studied
the anisotropic Hardy spaces associated with very general discrete groups of dilations. F.
Weisz [87] investigated the atomic characterization of the Martingale Hardy Spaces in the
case 0 < p ≤ 1. It deserves to mention that Miyachi [68, 69] introduced the Hardy space on
open subset Ω of Rn via the maximal function, where he has studied the atomic decomposi-
tion and the duality theory of this kind of spaces. On the other hand, S. Wu [88] established
a wavelet characterization for weighted Hardy spaces. Whilst, Lee and Lin [55] defined
molecules belonging to weighted Hardy spaces Hp

w(R
n) and they have showed that each

weighted atom is a weighted molecule, and each weighted molecule belongs to a weighted
Hardy space. J. Huang and Y. Liu [43] explored the boundedness of intrinsic square func-
tions on the weighted Hardy spaces, then they characterize the weighted Hardy spaces by
the intrinsic square functions.

In the spirit of the ideas of Orlicz [77] and E. Stein and G. Weiss [86], Nakai and Sawano
[74] introduced Hardy spaces with variable exponents on Rn via the grand maximal func-
tion, which can be seen as a generalization of the Hardy spaces and the variable Lebesgue
spaces. Always in the same paper, Nakai and Sawano have investigated several properties
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for the variable Hardy spaces, in particular, they have obtained the atomic characterization
of the Hardy space Hp(·)(Rn) with variable exponent, with this decomposition, they have
proved the Littlewood–Paley characterization of Hp(·)(Rn). As an application of the atomic
decomposition of Hp(·)(Rn), the authors of [74] showed that the Campanato space with
variable growth conditions is the dual space of the variable Hardy spaces. Independently,
Cruz-Uribe and Wang [16] studied the variable Hardy space Hp(·)(Rn) with p(·) satisfying
some conditions slightly weaker than those used in [74]. Zhuo et al. [101] have proved the
intrinsic square function characterizations of this space. Recently, Zhuo et al. [100], intro-
duced the Hardy space with variable exponent on the RD−space with infinite measures,
then they have obtained several characterizations for this kind of space. More recently, Liu
[57] extended the result of Miyachi [68, 69] to the variable setting, where he introduced
the Hardy spaces with variable exponents on domains and studied the atomic decomposi-
tion and the duality theory of the variable Hardy space. In the context of the weighted
Hardy space with variable exponent, K-P. Ho investigated in [38] the weighted Hardy-
Morrey spaces, then in [39], he studied the weighted variable Hardy spaces Hp(·)

w (Rn) and
he introduced a new class of weights with variable exponent Wp(·). K-P. Ho in his work [39],
by applying the extrapolation theory was able to obtain the Fefferman-Stein vector-valued
maximal inequalities on the weighted variable Lebesgue spaces Lp(·)

w (Rn), where w belongs
to the new class Wp(·)(R

n), then he established the atomic decomposition of the weighted
Hardy spaces with variable exponents (see the next chapter for the definition of Wp(·)(R

n)).

In recent years, there has been a lot of attention paid to the study of Hardy spaces asso-
ciated with different operators, which is a very active research topic in harmonic analysis.
X.T Duong and L. Yan [24] investigated the duality between the Hardy and the BMO space
associated with operators fulfill the heat kernel bounds. Thereafter, S. Hofmann and S. May-
borod [41] explored the Hardy and BMO spaces associated to divergence elliptic operators.
Subsequently, X. T. Duong and J. Li [23] studied the Hardy spaces associated to operators
satisfying Davies-Gaffney estimates and bounded holomorphic functional calculus. The no-
tion of the Davies-Gaffney estimates (or the so-called L2off-diagonal estimates) of the semi-
group {e−tL}t≥0 was first introduced by Gaffney [46] and Davies [20], which serves as good
generalization of the Gaussian upper bound of the associated heat kernel. Regarding the
variable Hardy spaces, Yang and Zhuo [96] introduced the space Hp(·)(Rn) associated with
operators L on Rn, where p(·) : Rn → (0,1] is a measurable function satisfying the globally
log-Hölder continuous condition and L is a linear operator on L2(Rn), which generates an
analytic semigroup {e−tL}t≥0 whose kernels have pointwise upper bounds. Furthermore,

Page-3-
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as an applications Yang and Zhuo [96] studied the boundedness of the fractional integral on
these Hardy spaces and the coincidence between the spaces Hp(·)

L (Rn) and the variable ex-
ponent Hardy spaces Hp(·)(Rn). As a generalization of the results obtained in [96], Yang et
al. [92] considered the variable Hardy spaces Hp(·)(Rn) associated with operator L, which
obeys the Davies-Gaffney estimates. More generally, Zuo et al. [99] investigated the vari-
able Hardy-Lorentz spaces associated with operators satisfying Davies-Gaffney estimates,
it deserves to point out that these results obtained in [99] are new even when the variable
exponent p(·) is a constant. Many research works were devoted to the study of the Hardy
spaces associated with different operators, we refer the reader to [40, 52, 93] and the refer-
ences therein.

The Hardy-Lorentz spaces Hp,q(Rn) can be seen as interpolators between the Lorentz
spaces and the Hardy spaces, with the convenient parameters of the Lorentz spaces Lp,q(Rn)

and the Hardy spaces Hp(Rn). In [27], Fefferman et al. investigated the real interpolation
of the Hardy-Lorentz spaces Hp,q(Rn). Fefferman and Soria [28] proved the atomic decom-
position of Hardy-Lorentz space with p = 1 and q = ∞. This result was extended later by
Abu-Shammala and Torchinsky [1] to the space Hp,q(Rn), where they have established its
atomic characterizations, and proved the boundedness of singular integrals for p ∈ (0,1]
and q ∈ (0, ∞]. Recently, Grafakos and He [47] established various results for the Weak-
Hardy space, corresponding to the case Hp,∞, with p ∈ (0, ∞). Lately, L. Jun et al.[59] in-
vestigated the anisotropic Hardy-Lorentz spaces, thereafter, L. Jun et al. [60] studied the
Littlewood-Paley characterizations of anisotropic Hardy-Lorentz spaces.

As a generalization for the classical weak Hardy-Lorentz spaces, Yan et al. [90] in-
troduced the variable weak Hardy space on Rn, via the radial grand maximal function,
and they have established its radial or non-tangential maximal function characterizations(
they have used the notation WHp(·)(Rn) instead of Hp(·),∞(Rn)

)
. Moreover, they have

also obtained various equivalent characterizations of the WHp(·)(Rn), by means of atoms,
molecules, the Lusin area function, and the Littlewood–Paley g-function or g∗λ-function,
respectively. As an application of these results, Yan et al. [90] established the bounded-
ness of convolutional δ-type and non-convolutional γ-order Calderón–Zygmund operators
from Hp(·)(Rn) to WHp(·)(Rn) including the critical case when p− = n/(n + δ) or when
p− = n/(n + γ), where p− := essinfx∈Rn p(x). J. Liu et al. [58] investigated the anisotropic
variable Hardy–Lorentz spaces. Thereafter, Jiao et al. in [32] were able to extend the results
stated in [90] to the variable Hardy-Lorentz spaces Hp(·),q(Rn), with q ∈ (0, ∞]. In addition,
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they have obtained a new John–Nirenberg theorem, and the boundedness of singular op-
erators on Hp(·),q(Rn). Recently, J. Liu [61] studied the Littlewood–Paley and finite atomic
characterizations of anisotropic variable Hardy–Lorentz spaces. More recently, K. Saibi [80]
established the intrinsic square function characterizations of the variable Hardy-Lorentz
spaces and X. Liu et al. [62] proved the molecular characterization of anisotropic Hardy-
Lorentz spaces with variable exponent.

In line with the above works, this thesis aims to study a class of function spaces with
variable exponent. More precisely, in Chapter 2, we introduce and study the weighted
Hardy spaces Hp(·)

w (Ω) on a proper open subsets, more specifically, we assume that Ω is a
proper open subset of Rn and p(·) is a variable exponent with p : Ω → (0, ∞). We first intro-
duce the weighted hardy spaces, then we characterize these spaces via the grand maximal
function and we establish the atomic decomposition of these spaces. Moreover, we intro-
duce the weighted variable Hölder spaces Λp(·),q,d

w (Ω) over the set Ω, then we show that
Λp(·),q,d

w (Ω) represents the dual space of the variable weighted Hardy space Hp(·)
w (Ω).

Chapter 3 is devoted to the study of the weighted variable Hardy Hp(·)
w,L (R

n) associated
with operators, we assume that this kind of operator obeys the Davies-Gaffney estimates.
We start by investigating the molecular characterization of these spaces by mean of the
atomic decomposition of the weighted tent spaces, then as an application of this molecular
characterization, we prove that BMOp(·),M

L∗ ,w is the dual space of the variable weighted Hardy

space Hp(·)
L,w (Rn), where L∗ denotes the adjoint operator of L on L2(Rn).

The last Chapter is concerned with the study of the weighted Hardy-Lorentz spaces
with variable exponents. In particular, we introduce the weighted Hardy-Lorentz spaces
Hp(·),q

w (Rn), where q ∈ (0, ∞] via the radial or non-tangential maximal functions. Thereafter,
we define the variable weighted atomic Hardy-Lorentz spaces Hp(·),q

w,atom,∞,s(R
n) by means

of (p(·), r, s)−atoms (see definition 4.1.2). As first step, we prove the boundedness of the
Hardy-Littelwood maximal operator on the variable weighted Lorentz spaces by using an
interpolation theorem of sublinear operators. Next, under the assumption that p(·) satis-
fies the log-Hölder condition, q ∈ (0, ∞] and r ∈

(
(k1/b

w )′, ∞
]

such that 1
b ∈ Sw (see definition

1.2.2) we prove the following identity,

Hp(·),q
w (Rn) = Hp(·),q

w,atom(Rn),

with equivalent quasi-norms.
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List of notations

Throughout this thesis the following notations will be used.

• C stands for a positive constant which may be different from line to line.

• A ≲ B means that there exists a positive constant C such that A ≤ CB.

• The symbol A ≈ B means A ≲ B and B ≲ A .

• For an open set Ω ⊂ Rn, we denote by D(Ω) the set of infinitely differentiable func-
tions with compact supports in Ω.

• D′(Ω) is the topological dual space of D(Ω) equipped with the weak−∗ topology.

• For a measurable subset Ω ⊂ Rn we denote by |Ω| and χΩ the Lebesgue measure of
Ω and the characteristic function of Ω, respectively.

• We denote by N the set {1,2, · · · } and by Z+ the set N ∪ {0}.

• The space S(Rn) denotes the space of all Schwartz functions.

• The space S ′(Rn) denotes the topological dual space of S(Rn) called also by (the space
of tempered distributions).

Page-6-



CHAPTER 1

PRELIMINARIES AND BASIC
PROPERTIES

In this chapter, we give some definitions, notations and some mathematical backgrounds on
the variable Lebesgue spaces, Lorentz spaces with variable exponents, the weighted vari-
able Lebesgue spaces, weighted variable Lorentz spaces and compile some useful lemmas.

1.1 Variable exponent Lebesgue space

A measurable function p(·) : Ω → (0, ∞) is called a variable exponent. For a variable expo-
nent p(·), we define

p− = ess infx∈Ω p(x) and p+ = esssupx∈Ω p(x).

and by P(Ω) we denote the collection of all variable exponents such that 0 < p− ≤ p+ < ∞.

Example 1.1.1. Here two examples for the variable exponents:

(i) Ω = R and p(x) = 2 + sin(x),

(ii) Ω = (1, ∞) and p(x) = x.

We define some notations to describe the range of exponent functions. Let p(·) ∈ P(Ω)

7
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and a set E ⊂ Ω, let

p−(E) = ess infx∈E p(x), p+(E) = ess supx∈E p(x).

For the sake of simplicity, we write p− = p−(Ω), and p+(Ω) = p+. We define three canonical
subsets of :

Ωp(·)
∞ = {x ∈ Ω : p(x) = +∞}.

Ωp(·)
1 = {x ∈ Ω : p(x) = 1}.

Ωp(·)
∗ = {x ∈ Ω : p(x) ∈ (1, ∞)}.

We denote by p′(·) the conjugate of variable exponent p(·), where

1
p(·) +

1
p′(·) = 1,

The notation p′ will also be used to denote the conjugate of a constant exponent. We say
that the variable exponent p(·) fulfills the globally log-Hölder continuity condition and we
write p(·) ∈ Clog(Ω), if there exists a constants Cp(·), C∞ and p∞ such that, for any x, y ∈ Rn,

|p(x)− p(y)| ≤
Cp(·)

log
(
e + 1

|x−y|
) , x ̸= y,

|p(x)− p∞| ≤ C∞

log
(
e + |x|

) .

To define the Lebesgue spaces with variable Lebesgue spaces, we need first to define the
following modular function,

Definition 1.1.2. Given Ω, p(·) ∈ P(Ω) and a Lebesgue measurable function f , define the
modular associated with p(·) by

ρp(·),Ω( f ) :=
�

Ω\Ω∞

| f (x)|p(x)dx + ∥ f ∥L∞(Ω∞).

If f /∈ L∞(Ω∞) or f p(·) /∈ L1(Ω \Ω∞), we define ρp(·),Ω( f ) = ∞. When |Ω∞|= 0, in particular,
when p+ < +∞, we let ∥ f ∥L∞(Ω∞) = 0, when |Ω \ Ω∞|, then ρp(·)( f ) = ∥ f ∥L∞(Ω). In the
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situation, when there is no confusing we write ρp(·)( f ) or ρ( f ) instead of ρp(·),Ω( f ).

Now, we state some properties of Lebesgue spaces with variable exponent. For more
details, see for example [18] and [21].

Proposition 1.1.3. Given Ω and a function p(·) ∈ P(Ω). Then the following assertions hold true :

(1) For all f , ρ( f ) ≥ 0 and ρ(| f |) = ρ( f ),

(2) ρ( f ) = 0 if and only if f (x) = 0 for a.e. x ∈ Ω,

(3) if ρ( f ) < +∞, then f (x) < ∞ for a.e. x ∈ Ω,

(4) the modular ρ is convex, i.e. for t > 0,

ρ(t f + (1 − t)g) ≤ tρ( f ) + (1 − t)ρ(g),

(5) the modular ρ is order preserving, i.e. if | f (x) ≤ |g(x)| a.e. then ρ( f ) ≤ ρ(g),

(6) the modular ρ has the continuity property. i.e. If ρ( f /σ) < +∞, for some σ > 0. Then the
function λ → ρ( f /λ) is continuous and decreasing on [σ, ∞).

After we have given definition and some properties of the modular ρ, we are now ready
to provide the definition of the Lebesgue spaces with variable exponent Lp(·)(Ω).

Definition 1.1.4. Given Ω and a function p(·) ∈ P(Ω).
Define the the space Lp(·)(Ω) to be the set of Lebesgue measurable functions f such that

ρ( f /λ) < +∞ for some λ > 0.
Define the space Lp(·)

loc (Ω) to be the set of measurable functions f such that f ∈ Lp(·)
loc (K)

for every compact set K ⊂ Ω.

Remark 1.1.5. According to (3)-proposition 1.1.3, if f ∈ Lp(·)(Ω) then f is finite almost ev-
erywhere.

Example 1.1.6. Let Ω = (1, ∞), p(x) = x and f (x) = 1. We can easily see that ρ( f ) = +∞,
however

ρ( f /λ) =

� ∞

1
e−x logλdx =

1
λ logλ

< +∞.

On the other hand, if Ω = (0,1), p(x) = 1
x and f (x) = 1. Then ρ( f ) < ∞, but ρ( f /λ) =

+∞ for all λ < 1.
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This condition is needed for the case, when p(·) is unbounded function. When p+(Ω \
Ω∞)< ∞ then the space Lp(·)(Ω) coincides with the set of functions such that ρ( f ) is finite.

The next proposition gives a relation between the modular function and the variable
Lebesgue spaces which can be founded in [18], and for the convenience of the reader we
give the proof here.

Proposition 1.1.7. Given Ω and a function p(·) ∈ P(Ω). Then f ∈ Lp(·)(Ω) if and only if ρ( f )<
∞ is equivalent to assuming that p− = ∞ or p+(Ω \ Ω∞) < +∞.

Proof. In this proof we deal with the following implication :

ρ( f )⇒ p− = ∞ or p+(Ω \ Ω∞) < +∞.

Let f ∈ Lp(·)(Ω), since the modular ρ is order preserving then, ρ( f /λ) < ρ( f ) for some
λ > 1. Thus

ρ( f ) =
�

Ω\Ω∞

( | f (x)|λ
λ

)p(x)
dx + λ∥ f /λ∥L∞(Ω∞) ≤ λp+(Ω\Ω∞)ρ( f /λ) < ∞.

Now we assume that, p− < ∞ and p+(Ω \Ω∞) = ∞. We construct a function f such that
ρ( f ) = ∞ but f ∈ Lp(·)(Ω). By the definition of essential supremum, there exists a decreasing
sequence of sets {Ek}k∈N with finite measure such that:

(i) Ek ⊂ Ω \ Ω∞,

(ii) Ek+1 ⊂ Ek and |Ek \ Ek+1| > 0,

(iii) |Ek| → 0,

(iv) if x ∈ Ek, p(x) ≥ pk > k.

Define the function f by

f (x) :=

(
∞

∑
k=1

1
|Ek \ Ek+1|

�
Ek\Ek+1

χEk\Ek+1
(x)

) 1
p(x)

.

Then, from the assumption (iv) we get, for any λ > 1
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ρ( f /λ) =
∞

∑
k=1

1
|Ek \ Ek+1|

�
Ek\Ek+1

λ−p(x)dx

≤
∞

∑
k=1

λ−k < ∞.

By the same computation, we can find that ρ( f ) = ∞. Thus the proof is achieved.

Proposition 1.1.8. [18] Given Ω and a function p(·) ∈ P(Ω). If p+(Ω \ Ω∞) < ∞, then for all
λ ≥ 1,

ρ(λ f ) ≤ λp+(Ω\Ω∞)ρ( f ).

Furthermore, if p+ < ∞ and λ ≥ 1, then

λp−ρ( f ) ≤ ρ(λ f ) ≤ λp+ρ( f ).

Remark 1.1.9. If λ ∈ (0,1), then the reverse inequalities are true.

The newt theorem shows that the variable Lebesgue spaces is a vector space, see e.g [18].
The proof is given here for the convenience of the reader.

Theorem 1.1.10. Given Ω and a function p(·) ∈ P(Ω), Lp(·)(Ω) is a vector space.

Proof. We know that the set of Lebesgue measurable functions is itself a vector space, and
since 0 belongs to Lp(·)(Ω), it suffices to show that

f , g ∈ Lp(·)(Ω)⇒ α f + βg ∈ Lp(·)(Ω), ∀α, β ∈ R∗.

Let µ = (|α|+ |β|)λ, for some λ > 0.
From (1) and (5) in Proposition 1.1.3, we get

ρ
(α f + βg

µ

)
= ρ

( |α f + βg|
µ

)
≤ ρ

( |α|
|α|+ |β| (| f |/λ) +

|β|
|α|+ |β| (|g|/λ)

)
.

We deduce from the convexity of the modular ρ,

ρ
(α f + βg

µ

)
≤ |α|

|α|+ |β|ρ(| f |/λ) +
|β|

|α|+ |β|ρ(|g|/λ) < ∞.
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Luxemburg-Nakano Type Norm.

In the case of real variable Lebesgue spaces Lp(Ω), for p ∈ [1, ∞] the norm derived directly
from the modular

∥ f ∥Lp(Ω) =
(�

Ω
| f (x)|pdx

)1/p
. (N)

Due to the presence of the power 1/p in (N) we cannot adopt this definition to the case of
variable Lebesgue spaces, via replacing 1/p by a variable function 1/p(x). Then we need to
use the so-called Luxemburg quasi-norm, also known as Luxemburg-Nakano quasi-norm.

Definition 1.1.11. Given Ω and a function p(·) ∈ P(Ω). For a measurable function f , we
define

∥ f ∥Lp(·)(Ω) := inf
{

λ > 0 : ρp(·),Ω( f /λ) ≤ 1
}

. (LN)

The next Lemma gives some characterizations for the Luxemburg quasi-norm, we refer
the reader to the books [18, 21], here we give the proof for the convenience of the reader.

Lemma 1.1.12. Given Ω and a function p(·) ∈ P(Ω). The function ∥ · ∥Lp(·)(Ω) defines a norm on
Lp(·)(Ω). i.e.

(i) ∥ f ∥Lp(·)(Ω) = 0 if and only if f ≡ 0,

(ii) for all γ ∈ R,∥γ f ∥Lp(·)(Ω) = |γ|∥ f ∥Lp(·)(Ω),

(iii) ∥ f + g∥Lp(·)(Ω) ≤ ∥ f ∥Lp(·)(Ω) + ∥g∥Lp(·)(Ω).

Proof. We start by proving (i). When f ≡ 0, then ρ( f /λ) = 0 ≤ 0, consequently ∥ f ∥Lp(·)(Ω) =

0. Conversely, we suppose that ∥ f ∥Lp(·)(Ω) = 0, then for all λ > 0,

ρ( f /λ) =

�
Ω\Ω∞

| f (x)/λ|p(x)dx︸ ︷︷ ︸
I

+∥ f /λ∥L∞(Ω)︸ ︷︷ ︸
I I

≤ 1.

We observe that I I ≤ 1 thus ∥ f ∥L∞(Ω∞) ≤ λ, thus f (x) = 0 for a.e. x ∈ Ω∞. If λ < 1, by
virtue of Proposition 1.1.8, we have

λ−p−
�

Ω\Ω∞

| f (x)|p(x)dx ≤ I ≤ 1.
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Hence,

�
Ω\Ω∞

| f (x)|p(x)dx ≤ λp− .

Consequently, ∥ f p(·)∥L1(Ω\Ω∞) = 0, which means that f (x) = 0 for a.e. x ∈ Ω \ Ω∞. Now
we turn to prove (ii). Let γ ∈ R∗, then we have

∥γ f ∥Lp(·)(Ω) = inf
{

λ > 0 : ρ(|γ| f /λ) ≤ 1
}

,

by a change of variable, we infer that

∥γ f ∥Lp(·)(Ω) = |γ| inf
{ λ

|γ| > 0 : ρ(|γ| f /(λ/|γ|)) ≤ 1
}

= |γ| inf
{

δ > 0 : ρ(|γ| f /δ)) ≤ 1
}

.

Finally, we move to prove (iii). Fix λ f > ∥ f ∥Lp(·)(Ω) and λg > ∥g∥Lp(·)(Ω), then ρ( f /λ f )≤ 1
and ρ(g/λg) ≤ 1. Let λ = λ f + λg.

(3)−of Proposition 1.1.3 and the convexity of the modular ρ leads to

ρ
( f + g

λ

)
= ρ

(λ f f
λ f λ

+
λgg
λgλ

)
≤

λ f

λ
ρ( f /λ f ) +

λg

λ
ρ(g/λg) ≤ 1.

Thus ∥ f + g∥Lp(·)(Ω) ≤ λ f + λg. By taking the infimum over λ f and λg we get (iii).

The next proposition plays an important role in the study of function spaces with vari-
able exponent, see for example [21]. For the convenience of the reader we present the proof
of the proposition.

Proposition 1.1.13. Given Ω and a function p(·) such that |Ω∞| = 0, then for all s ∈ [ 1
p− , ∞),

∥| f |s∥Lp(·)(Ω) = ∥ f ∥s
Lsp(·)(Ω)

. (1.1.1)

Proof. By setting µs = λ, then from the definition of the norm and the fact that |Ω∞|= 0, we
infer that
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∥| f |s∥Lp(·)(Ω) = inf
{

λ > 0 :
�

Ω

(
| f (x)|s

λ

)p(x)

dx ≤ 1
}

= inf
{

µs > 0 :
�

Ω

(
| f (x)|

µ

)sp(x)

dx ≤ 1
}
= ∥ f ∥s

Lsp(·)(Ω)
.

Remark 1.1.14. If |Ω|> 0 and the exponent p(·) is not identically infinite, then (1.1.1) do not
always hold. Indeed, let Ω = [−1,1], and define

p(x) =

1 if x ∈ [−1,0];

∞ if x ∈ (0,1],

and

f (x) =

1 if x ∈ [−1,0];

2 if x ∈ (0,1],

and s = 2, then we observe that

ρp(·)( f 2/λ) =

� 0

−1

1
λ

dx + 22 1
λ
=

5
λ

,

thus ∥ f 2∥Lp(·)(Ω) = 5. But, on the other hand,

ρ2p(·)( f /λ) = (
1
λ
)2 + 2(

1
λ
),

if we solve the equation ( 1
λ )

2 + 2( 1
λ )− 1 = 0, we find out that ∥ f ∥2

L2p(·)(Ω)
= ( 1√

2−1
)2 which

is different to ∥ f 2∥Lp(·)(Ω).

The next results show some properties of the Luxemburg quasi-norm and the modular
function.

Proposition 1.1.15. [18] Given Ω and a function p(·)∈P(Ω), if f ∈ Lp(·)(Ω) and ∥ f ∥Lp(·)(Ω) > 0
then ρ( f /∥ f ∥Lp(·)(Ω)) ≤ 1. Moreover, ρ( f /∥ f ∥Lp(·)(Ω)) = 1 for all non-trivial f ∈ Lp(·)(Ω) if and
only if p+(Ω \ Ω∞) is finite.

Corollary 1.1.16. [18] Given Ω and a function p(·) ∈ P(Ω).
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(i) If ∥ f ∥Lp(·)(Ω) ≤ 1, then ρ( f ) ≤ ∥ f ∥Lp(·)(Ω),

(ii) if ∥ f ∥Lp(·)(Ω) > 1, then ρ( f ) ≥ ∥ f ∥Lp(·)(Ω).

Furthermore, if we suppose that |Ω∞| = 0, then

(iii) if ∥ f ∥Lp(·)(Ω) ≤ 1, then ρ( f )1/p− ≤ ∥ f ∥Lp(·)(Ω) ≤ ρ( f )1/p+ ,

(iv) if ∥ f ∥Lp(·)(Ω) > 1, then ρ( f )1/p+ ≤ ∥ f ∥Lp(·)(Ω) ≤ ρ( f )1/p− .

Hölder Inequality.

The Hölder inequality is one of important inequalities in the analysis of partial differential
equations and harmonic analysis, then it would be reasonable to ask whether Hölder’s in-
equality remains true in the case of variable exponent, more precisely, we have the following
theorem.

Theorem 1.1.17. Given Ω and a function p(·) ∈ P(Ω). For all f ∈ Lp(·)(Ω) and g ∈ Lp′(·)(Ω).
Then f g ∈ L1(Ω) and we have

�
Ω
| f (x)g(x)|dx ≤ Cp(·)∥ f ∥Lp(·)(Ω)∥g∥Lp′(·)(Ω)

, (1.1.2)

where Cp(·) = (1 + 1
p− − 1

p+ )∥χΩ∗∥L∞(Ω) + ∥χΩ∞∥L∞(Ω) + ∥χΩ1∥L∞(Ω).

The next result is the generalized Hölder inequality

Corollary 1.1.18. Given Ω and a functions p(·), q(·) ∈ P(Ω). Define r(·) by

1
r(x)

=
1

p(x)
+

1
q(x)

.

Then, there exists a constant C > 0 such that, for all f ∈ Lp(·)(Ω) and g ∈ Lq(·)(Ω), then we have
f g ∈ Lr(·)(Ω) and

∥ f g∥Lr(·)(Ω) ≤ C∥ f ∥Lp(·)(Ω)∥g∥Lq(·)(Ω). (1.1.3)

For the proof of theorem 1.1.2 and corollary 1.1.3, we refer the reader to [17, 21].

Page-15-



DOCTORAL DISSERTATION OUSSAMA MELKEMI

Definition 1.1.19. Given Ω and a function p(·) ∈ P(Ω).

∥̃ f ∥Lp(·)(Ω) := sup
g∈Lp′(·)(Ω),∥g∥

Lp′(·)(Ω)
≤1

�
Ω

f (x)g(x)dx.

Theorem 1.1.20. [18] Given Ω and a function p(·) ∈ P(Ω). Then, f ∈ Lp(·)(Ω) if and only if
∥̃ f ∥Lp(·)(Ω) is finite, moreover, we have

cp(·)∥ f ∥Lp(·)(Ω) ≤ ∥̃ f ∥Lp(·)(Ω) ≤ Cp(·)∥ f ∥Lp(·)(Ω),

where 1/cp(·) = ∥χΩ∗∥L∞(Ω) + ∥χΩ∞∥L∞(Ω) + ∥χΩ1∥L∞(Ω).

Convergence and Completeness of Lp(·)(Ω).

In this subsection, we consider the convergence in the Lebesgue spaces with variable expo-
nent.

Definition 1.1.21. Given Ω, p(·) ∈ P(Ω) and given a sequence of functions, { fk}k∈N ⊂
Lp(·)(Ω).

(i) (convergence in modular) We say that fk converges to f in modular if for some α > 0,
ρ
(
α( f − fk)

)
→ 0 as k → ∞,

(ii) (convergence in norm) We say that fk converges to f in norm if ∥ f − fk∥Lp(·)(Ω) → 0 as
k → ∞.

The presence of the constant α in the above definition is to preserve the homogeneity of
convergence i.e. If fk converges to f then 2 fk converges also to 2 f .

Proposition 1.1.22. Given Ω, and a function p(·) ∈ P(Ω), the sequence of functions, { fk}k∈N ⊂
Lp(·)(Ω) converges to f in norm if and only if for every α > 0, ρ

(
α( f − fk)

)
→ 0 as k → ∞.

Proof. Assume that fk converges to f in norm. Let α > 0. The homogeneity of the norm
gives,

∥α( fk − f )∥Lp(·)(Ω) = α∥ fk − f ∥Lp(·)(Ω) →
k→∞

0.

By using corollary 1.1.16, for all k sufficiently large, we obtain

ρ
(
α( fk − f )

)
≤ α∥ fk − f ∥Lp(·)(Ω).
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Hence,

ρ
(
α( fk − f )

)
→

k→∞
0.

Conversely, let λ > 0 and let α = 1
λ . Then for all k sufficiently large, ρ

(
( fk − f )/λ

)
≤ 1,

thus ∥ fk − f ∥Lp(·)(Ω) ≤ λ. Since this inequality is true for any λ > 0 we find out

∥ fk − f ∥Lp(·)(Ω) →
k→∞

0.

The next result shows the relation between the convergence in norm and the conver-
gence in modular. For more details we refer the reader to [18].

Theorem 1.1.23. Given Ω, and a function p(·) ∈ P(Ω). Convergence in norm is equivalent to
convergence in modular if and only if either p− = ∞ or p(Ω \ Ω∞) is finite.

The following two theorems represent respectively the monotone convergence theorem
and the Fatou-like Lemma in the variable Lebesgue spaces.

Theorem 1.1.24. [18] Given Ω, and a function p(·) ∈ P(Ω). Let { fk}k∈N ⊂ Lp(·)(Ω) be a se-
quence of non-negative functions such that fk increases to a function f pointwise a.e. Then either
f ∈ Lp(·)(Ω) and ∥ fk∥Lp(·)(Ω) → ∥ f ∥Lp(·)(Ω) or f /∈ Lp(·)(Ω) and ∥ fk∥Lp(·)(Ω) → ∞.

Theorem 1.1.25. [18] Given Ω, and a function p(·) ∈ P(Ω). Let { fk}k∈N ⊂ Lp(·)(Ω) such that
fk converges pointwise almost everywhere to f . If liminfk→∞ ∥ fk∥Lp(·)(Ω) < ∞, then f ∈ Lp(·)(Ω)

and
∥ f ∥Lp(·)(Ω) ≤ liminf

k→∞
∥ fk∥Lp(·)(Ω).

Now, we state an extension of the called Lebesgue’s dominated convergence theorem
from the classical Lebesgue spaces to the variable Lebesgue spaces. For the proof we refer
the reader to [18].

Theorem 1.1.26. Given Ω, p(·) ∈ P(Ω), and assume that p+ < ∞. If the sequence fk converges
pointwise almost everywhere to f and there exists a function g ∈ Lp(·)(Ω) such that | fk(x)| ≤ g(x)
a.e. Then f ∈ Lp(·)(Ω) and

∥ f − fk∥Lp(·)(Ω) →
k→∞

0.

If p+ = ∞, then this result is always false.
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The following result gives the relation between the convergence in norm and the con-
vergence in measure.

Theorem 1.1.27. [18] Given Ω, and a function p(·) ∈ P(Ω), If the sequence { fk}k∈N ⊂ Lp(·)(Ω)

converges to f in norm, then it converges in measure.

As in the case of the real variable Lebesgue spaces Lp(Ω), we have the following com-
pleteness theorem, for further details we refer the reader to [18].

Theorem 1.1.28. Given Ω and a function p(·) ∈ P(Ω). The variable Lebesgue space Lp(·)(Ω) is
complete.

Remark 1.1.29. From the fact that the modular ρ is order preserving and the above theorem,
then the space Lp(·)(Ω) is ideal.

Theorem 1.1.30. Given Ω and a function p(·) ∈ P(Ω). Suppose that p+ < ∞. Then the set of
bounded functions of compact support with supp f ⋐ Ω is dense in Lp(·)(Ω).

The next theorem shows the non-density result of the set of bounded functions in the
variable Lebesgue spaces.

Theorem 1.1.31. [18] Given Ω and a function p(·) ∈ P(Ω). If p+(Ω \ Ω∞) = ∞, then the set of
bounded functions is not dense in Lp(·)(Ω).

Remark 1.1.32. It is well-known that the variable exponents Lebesgue space is a special case
of Musielak-Orlicz spaces (see [73]).

The Hardy-Littlewood Maximal Operator

The maximal function M f represents the largest average value of f at each point. In partic-
ular, we have the following definition

Definition 1.1.33. Given a function f ∈ L1
loc(R

n), then M f , the Hardy-Littlewood maximal
function of f , is defined for all x ∈ Ω

M( f )(x) := sup
B∋x

1
|B|

�
B
| f (y)|dy,

where the supremum is taken over all balls B of Ω containing x.

The following result gives some properties of the Hardy-Littlewood maximal operator,
see for example [21, 19].
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Proposition 1.1.34. The Hardy-Littlewood maximal operator has the following properties

(1) The operator M is sublinear, i.e.

M( f + g)(x) ≤ M f (x) + Mg(x),

(2) the operator M is homogeneous, i.e. for all α ∈ R, M(α f )(x) = |α|M f (x),

(3) for all f , | f (x)| ≤ M f (x),

(4) if f ∈ L∞(Rn), then M f ∈ L∞(Rn) and ∥M f ∥L∞(Rn) = ∥ f ∥L∞(Rn),

(5) if f (x) ̸= 0 on a set of positive measure, then on any bounded set Ω there exists ε > 0 such
that M f (x) ≥ ε, x ∈ Ω,

(5) if f (x) ̸= 0 on a set of positive measure, then M f /∈ L1(Rn).

Theorem 1.1.35. The function M f is lower semi-continuous and therefore measurable.

The following Theorem gives some classical norm inequalities for the Hardy-Littlewood
maximal operator.

Theorem 1.1.36. Given f ∈ Lp(Rn), 1 ≤ p < ∞, for every t > 0,

|{x ∈ Rn : M f (x) > t}| ≤ C
tp

�
Rn

| f (x)|pdx.

Further, if p ∈ (1, ∞], then

∥M f ∥Lp(Rn) ≤ C1∥ f ∥Lp(Rn).

The next lemma shows the boundedness of the Hardy-Littlewood maximal operator on
variable Lebesgue spaces, we refer the reader to [20].

Lemma 1.1.37. Let p ∈ Clog(Rn) with 1 < p− < p+ < ∞. Then there exists a positive constant C
such that for all f ∈ Lp(·)(Rn) and we have

∥M f ∥Lp(·)(Rn) ≤ C∥ f ∥Lp(·)(Rn).
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1.2 Variable weighted Lebesgue space

In this section, we recall the definitions and some properties of the weighted variable Lebesgue
spaces. We start with the definition of the Muckenhoupt class of weight functions.

Definition 1.2.1. For p ∈ (1, ∞). A locally integrable function w : Ω → (0, ∞) is said to be an

• Ap−weight if

[w]Ap := sup
B∈B(z,r)

( 1
|B|

�
B

w(x)dx
)( 1

|B|

�
B

w(x)−
p′
p dx

)p/p′

< ∞.

• A1−weight, if for all balls B

1
|B|

�
B

w(x)dx ≤ Cw(x), a.e.x ∈ B,

for some a constant C > 0.

• for the case of p = ∞ we have the following definition of the A∞−weight,

A∞ := ∪p≥1Ap.

Example 1.2.2. Here we give a classical examples for the Muckenhoupt class of weight. The
function w(x) = |x|σ is an Ap−weight if and only if σ ∈

(
− n, n(p − 1)

)
. Another classical

example is w(x) = dγ(x, ∂Ω), where for x ∈ Ω the function d denotes the distance from the
point x and the boundary ∂Ω, this function d belongs to A2 if and only if γ ∈ (−n, n).

Now we recall the definition of the weighted variable exponent Lebesgue space Lp(·)
w (Ω)

is defined as

Lp(·)
w (Ω) :=

{
f : Ω → Rm : ρp(·),w( f ) =

�
Ω
| f (x)w(x)|p(x) dx < ∞

}
.

For a function f ∈ Lp(·)
w (Ω), define

∥ f ∥
Lp(·)

w (Ω)
:= inf

{
λ > 0 : ρp(·),w

( f
λ

)
≤ 1
}

.
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In particular, if w = 1, it is well known that Lp(·)
w (Ω) = Lp(·)(Ω) and if p(·) is a constant, i.e.,

p(·) ≡ p, then Lp(·)
w (Ω) is the classical weighted Lebesgue space Lp

w(Ω).
Next, we give a definition of a class of weights which is more general compared with

the Muckenhoupt class of weight.

Definition 1.2.3. Let p(·) : Ω → (0, ∞) be a measurable function such that 0 < p− ≤ p+ < ∞
and w : Ω → (0, ∞) be a Lebesgue measurable function. We denote by Wp(·)(Ω) the set of
all Lebesgue measurable functions w such that

(i) ∥χB∥
L

p(·)/p

wp (Ω)
< ∞ and ∥χB∥

L
(

p(·)
p )′

w−p (Ω)

< ∞, for any B ∈ B, where p = min{p−, 1};

(ii) there exists k > 1 and s > 1 such that the Hardy-Littlewood maximal operator is
bounded on L(sp(·))′/k

w−k/s (Ω).

We introduce the following indices which will be used later. For any w ∈ Wp(·), we set

sw = inf{s ≥ 1 : M is bounded on L(sp(·))′
w−1/s (Ω)} (1.2.1)

and
Sw = {s ≥ 1 : M is bounded on L(sp(·))′/k

w−k/s (Ω), for some k > 1}. (1.2.2)

For any fixed s ∈ Sw, we define

ks
w := sup{k > 1 : M is bounded on L(sp(·))′/k

w−k/s (Rn)}.

The index ks
w is used to measure the left-openness of the boundedness of M on the family

{L(sp(·))′/k
w−k/s (Rn)}k>1.
Next, we give some basic examples of functions belonging to the class defined above.

Example 1.2.4. 1. Let p(·) : Ω → (0, ∞) such that p(x) = 2 for any x ∈ Ω and w(x) : Ω →
(0, ∞) such that w(x) = |x|− 1

4 . Then, one can easily show that w satisfies the (i) of
Definition 1.2.3, and by the fact that w2 ∈ Aq for q > 2n+1

2n and [39, Proposition 2.4], we
know that w satisfies (ii) of Definition 1.2.3. Thus w ∈ Wp(·)(Ω).

2. Suppose that Ω is an open bounded subset of Rn. Let p(·) : Ω → (0, ∞) defined by

p(x) =


2ln |x|+1
3ln |x|+2 if |x| ≥ e;
3
5 if |x| < e,
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and w(x) = 1 + dist(x, ∂Ω). Obviously, w satisfies the (1) of Definition 1.2.3, and by
taking s = k = 2 and using [75, Theorem 2.2] with a simple computation, we can show
that

∥M f ∥
L
(2p(·))′

2
w−1

≤ C∥ f ∥
L
(2p(·))′

2
w−1

.

Thus w ∈ Wp(·)(Ω).

Remark 1.2.5. Here we give some remarks on definition 1.2.3-(i) when the function exponent
p(·) is a constant

• When p(·) = p, 1 < p < ∞, is a constant function, Definition 1.2.3-(i) is equivalent to
the assumption that wp and w−p′ are locally integrable functions.

• When p(·) = p, 0 < p ≤ 1, is a constant function, Definition 1.2.3-(i) is equivalent to the
assumption that w is locally integrable and 1

w is locally bounded.

Concerning definition 1.2.3-(ii), we have the following Proposition, for the proof see [39].

Proposition 1.2.6. Let p ∈ (0, ∞), if p(·) ≡ p, then a Lebesgue measurable function w : Rn →
(0, ∞) fulfills (2)− in definition 1.2.3 if and only if wp ∈ A∞.

For a general Lebesgue measurable function p(·) : Rn → (0, ∞), we have the following
result which guarantees that the weight w satisfies the condition Definition 1.2.3-(i).

Lemma 1.2.7. Let p(·) : Rn → (0, ∞), be a Lebesgue measurable function with 0 < p− ≤ p+ < ∞.
If wp+ is locally integrable, then for any B ∈ B, the quantity ∥χB∥

L
p(·)

p

wp (Rn)

is finite.

Proof. Since wp+ is locally integrable, we have, for B ∈ B

ρp(·)/p(χBwp) =

�
B

(
w(x)

)p(x)dx ≤
∣∣∣{x ∈ B : w(x) ≤ 1}

∣∣∣+ �
B

w(x)p+dx

≤ |B|+
�

B
w(x)p+dx

< ∞.

Since the function p(·)/p : Rn → [1, ∞), then [18, Proposition 2.12] ensures that χBwp ∈
Lp(·)/p(Rn), which implies that ∥χB∥

L
p(·)

p

wp (Rn)

< ∞.
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Remark 1.2.8. It is easy to see that Lsp(·)
w1/s (Ω) is the s-convexification of Lp(·)

w (Ω) and for any

f , g ∈ Lp(·)
w (Ω),

∥ f + g∥p

Lp(·)
w (Ω)

≤ ∥ f ∥p

Lp(·)
w (Ω)

+ ∥g∥p

Lp(·)
w (Ω)

.

Remark 1.2.9. Let p(·) ∈ P(Rn), then we have,

∥| f |s∥
Lp(·)

w
= ∥ f ∥s

Lsp(·)
w1/s

.

The following theorem gives the Fefferman-Stein vector valued maximal inequalities on
Lp(·)

w (Ω). For the proof, we refer to [39].

Theorem 1.2.10. Let p(·) : Ω → (0, ∞) be a measurable function with 0 < p− ≤ p+ < ∞ and
q ∈ (1, ∞). If w ∈ Wp(·)(Ω), then, for any r > sw, we have∥∥∥∥∥∥

(
∑

i∈N

(M fi)
q

)1/q
∥∥∥∥∥∥

Lrp(·)
w1/r (Ω)

≤ C

∥∥∥∥∥∥
(

∑
i∈N

| fi|q
)1/q

∥∥∥∥∥∥
Lrp(·)

w1/r (Ω)

. (1.2.3)

Remark 1.2.11. Let µ ∈ [1, ∞). Then by the above theorem and the fact that, for all balls

B ⊂ Rn and r ∈ (0,min(p, sw)), χµB ≤ µ
n
r
(

M(χB)
) 1

r , we infer that there exists a positive
constant C such that, for any {Bj}j∈N of balls of Rn,∥∥∥∥∥ ∑

j∈N

χµBj

∥∥∥∥∥
Lp(·)

w (Ω)

≤ Cµ
n
r

∥∥∥∥∥ ∑
j∈N

χBj

∥∥∥∥∥
Lp(·)

w (Ω)

.

We recall in the following lemma the Hölder inequality, for the proof see [39, Lemma
2.1].

Lemma 1.2.12. Let p(·) : Rn → [1, ∞) be a measurable function and w : Rn → (0, ∞) be a Lebesgue
measurable function. Then

�
Rn

| f (x)g(x)|dx ≤ 2∥ f ∥
Lp(·)

w (Rn)
∥g∥

Lp′(·)
w−1

(Rn)
.

The following lemma presents the conjugate formula for Lp(·)
w (Rn).

Lemma 1.2.13. Let p(·) : Rn → [1, ∞) be a measurable function and w : Rn → (0, ∞) be a Locally
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measurable function. Then

∥ f ∥
Lp(·)

w (Rn)
≈ sup{

�
Rn

| f (x)g(x)|dx : g ∈ Lp′(·)
w−1 (R

n),∥g∥
Lp′(·)

w−1
(Rn)

≤ 1}.

1.3 Weighted Lorentz space with variable exponents

Before delving into the definition of the weighted variable Lorentz spaces, we first recall the
definition of classical Lorentz spaces.

♦ For a measurable function f we define its non-increasing rearrangement by

f ∗(t) := inf
{

s,
∣∣{x, | f (x)| > s}

∣∣ ≤ t
}

.

Definition 1.3.1. For p, q ∈ (0, ∞], the Lorentz space Lp,q(Rn) is the set of functions f such
that ∥ f ∥Lp,q(Rn) is finite, with

∥ f ∥Lp,q(Rn) =


(� ∞

0

(
t

1
p f ∗(t)

)q dt
t

)1/q

, if q < ∞,

sup
t>0

t1/p f ∗(t), if q = ∞.
(1.3.1)

The use of non-increasing rearrangement makes it rather difficult to extend the above
definition to the variable setting. Fortunately, there is an equivalent characterization of
Lorentz spaces Lp,q(Rn) which does not make use of the notion of non-increasing rearrange-
ment, more precisely, we have the following characterization see [49]. For p, q ∈ (0, ∞],

∥ f ∥Lp,q(Rn) ≈


(� ∞

0
λq−1∥χ{x∈Rn :| f (x)|>λ}∥

q
Lp(Rn)

dλ

) 1
q

, if 0 < q < ∞,

sup
λ>0

λ∥χ{x∈Rn :| f (x)|>λ}∥Lp(Rn), if q = ∞.
(1.3.2)

According to (1.3.2) and the [49, definition 2], we define the variable Lorentz spaces
Lp(·),q

w (Rn) as follows

Definition 1.3.2. Let p(·) ∈ P(Rn) and 0 < q ≤ ∞. Then Lp(·),q
w (Rn) is defined to be the set
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of all measurable functions f such that ∥ f ∥
Lp(·),q

w (Rn)
< ∞, where

∥ f ∥
Lp(·),q

w (Rn)
=


(� ∞

0
λq−1∥χ{x∈Rn :| f (x)|>λ}∥

q

Lp(·)
w (Rn)

dλ

) 1
q

, if 0 < q < ∞,

sup
λ>0

λ∥χ{x∈Rn :| f (x)|>λ}∥Lp(·)
w (Rn)

, if q = ∞.
(1.3.3)

Remark 1.3.3. When the weight w ≡ 1, then the definition 1.3.2 coincides with the definition
of the variable Lorentz spaces Lp(·),q(Rn).

Below, we collect some properties for the weighted Lorentz spaces Lp(·),q
w (Rn) that will

be used later in this chapter. We start by the following Lemmas, where their proofs are
similar to the classical one, see [49].

Lemma 1.3.4. Let p(·) ∈ P(Rn) and q ∈ (0, ∞]. Then ∥ · ∥
Lp(·),q

w (Rn)
defines a quasi-norm on

Lp(·),q
w (Rn).

Lemma 1.3.5. Let p(·) ∈ P(Rn), w ∈ Wp(·)(R
n) and q ∈ (0, ∞]. Then for all f ∈ Lp(·),q

w (Rn) and
s ∈ (0, ∞), it holds true that

∥| f |s∥
Lp(·),q

w (Rn)
= ∥ f ∥s

Lsp(·),sq
w1/s

(Rn).

The next lemma presents an equivalent discrete characterization of the quasi-norm
∥ · ∥

Lp(·),q
w (Rn)

. The proof is similar to [49, Lemma 2.4].

Lemma 1.3.6. Let p(·) ∈ P(Rn) and 0 < q ≤ ∞. If f ∈ Lp(·),q
w (Rn), then

∥ f ∥
Lp(·),q

w (Rn)
∼


(

∑
k∈Z

2kq
∥∥∥χ{x∈Rn :| f (x)|>2k}

∥∥∥q

Lp(·)
w (Rn)

) 1
q

, if 0 < q < ∞,

sup
k∈Z

2k∥χ{x∈Rn :| f (x)|>2k}∥Lp(·)
w (Rn)

, if q = ∞.
(1.3.4)

Lemma 1.3.7. Let p(·) ∈ P(Rn), w ∈ Wp(·)(R
n) and let 0 < q1 ≤ q2 ≤ ∞. Then

Lp(·),q1
w (Rn) ⊂ Lp(·),q2

w (Rn).

Moreover, we have,
∥ f ∥

Lp(·),q2
w (Rn)

≲ ∥ f ∥
L

p(·),q1
w (Rn)

.
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CHAPTER 2

WEIGHTED VARIABLE HARDY
SPACES ON DOMAINS

Let Ω be a proper open subset of Rn and p(·) : Ω → (0, ∞) a variable exponent obeys
the globally log-Hölder continuity condition. In this chapter, we introduce the weighted
variable Hardy space on Ω via the radial maximal function and then we characterize this
spaces by the grand maximal functions. Moreover, we establish the atomic decomposition
of the weighted variable Hardy space Hp(·)

w (Rn), and as application, we figure out its dual
space.

2.1 Preparation and helpful results

Let ϕ ∈ D(B(0n, 1)) such that
�

Rn ϕ(x)dx = 1. For any t ∈ (0, ∞) and x ∈ Ω, we set ϕt(x) =
t−nϕ(t−1x). For any f ∈ D′(Ω), the radial maximal function M+

ϕ,Ω( f ) is defined for any
x ∈ Ω by

M+
ϕ,Ω( f )(x) := sup

t∈(0,dist(x,Ωc))

|⟨ f , ϕt(x − ·)⟩|, (2.1.1)

where Ωc denotes the complementary set of Ω in Rn, dist(x, Ωc) := inf{|x − y| : y ∈ Ωc}
and ⟨·, ·⟩ denotes the duality between D′(Ω) and D(Ω).

Definition 2.1.1. Let Ω be an open set of Rn and p(·) ∈ P(Ω). Then, the weighted variable
Hardy space Hp(·)

w (Ω) is defined to be the set of all f ∈D′(Ω) such that M+
ϕ,Ω( f ) ∈ Lp(·)

w (Ω),
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where M+
ϕ,Ω is as in (2.1.1), equipped with the quasi-norm

∥ f ∥
Hp(·)

w (Ω)
= ∥M+

ϕ,Ω( f )∥
Lp(·)

w (Ω)
.

Let Ω be an open subset of Rn and denote the set of all locally integrable functions on
Ω by L1

loc(Ω). Let m ∈ Z+. We denote the set of polynomial functions on Rn of degree less
than m by Pm. For any s ∈ (0, ∞) and f ∈ L1

loc(R
n), let

∥ f ∥Λ(s) := sup
B⊂Rn

{
inf

P∈P⌊s⌋

[
r−(n+s)

B

�
B
| f (x)− P(x)|dx

]}
,

where the supremum is taken over all balls B ⊂ Rn and rB denotes the radius of B.
Let Ω be a proper open subset of Rn and f a measurable function on Ω. For any x ∈ Ω,

define f̃ by

f̃ =

 f (x) if x ∈ Ω;

0 if x ∈ Ωc.

If f̃ ∈ L1
loc(R

n), set

∥ f ∥Λ(s;Ω) := ∥ f̃ ∥Λ(s) + sup
x∈Ω

{
| f (x)|[dist(x, Ωc)]−s

}
.

Then
Λ(s;Ω) :=

{
f measurable on Ω : f̃ ∈ L1

loc(Ω) and ∥ f ∥Λ(s;Ω) < ∞
}

.

Let Ω ∈ Rn be an open set, f ∈ D′(Ω) and s ∈ (0, ∞). For any x ∈ Ω, the grand maximal
function f ∗s,Ω is defined by

f ∗s,Ω(x) := sup
ϕ

|⟨ f , ϕ⟩|,

where the supremum is taken over all those functions ϕ for which there exists tϕ ∈ (0, ∞)

such that ϕ ∈ D(B(x, t) ∩ Ω) and ∥ϕ∥Λ(s;Ω) ≤ t−(n+s).

Definition 2.1.2. Let Ω be an open set of Rn and p(·) ∈ P(Ω). Then, the weighted variable
Hardy space Hp(·)

w,max,s(Ω) is defined to be the set of all f ∈ D′(Ω) such that f ∗s,Ω ∈ Lp(·)
w (Ω),

equipped with the quasi-norm

∥ f ∥
Hp(·)

w,max,s(Ω)
= ∥ f ∗s,Ω∥Lp(·)

w (Ω)
.
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Next, we give the definition of (p(·), r, w)-atoms.

Definition 2.1.3. Let Ω be an open set of Rn, p(·) ∈ P(Ω), w : Ω → (0, ∞), q ∈ (1, ∞] and

dw = n(sw − 1). (2.1.2)

1. A cube Q ⊂ Rn is called of type (a) if 4Q ⊂ Ω and Q̃ ⊂ Rn is called of type (b) if
2Q̃ ∩ Ωc =∅ and 4Q̃ ∩ Ωc ̸=∅.

2. A measurable function a on Ω is called a type (a) (p(·), q, w)Ω−atom if there exists a
cube Q of type (a) such that

(1) supp a ⊂ Q;

(2) ∥a∥Lq(Ω) ≤
|Q|1/q

∥χQ∥
Lp(·)

w (Ω)

;

(3) there exist s ≥ dw such that,
�

Rn a(x)xαdx = 0 for all α ∈ Zn
+ with |α| ≤ s.

3. A measurable function b on Ω is called a type (b) (p(·), q, w)Ω−atom if there exists a
cube Q̃ of type (b) such that

(1) supp b ⊂ Q̃;

(2) ∥b∥Lq(Ω) ≤
|Q̃|1/q

∥χQ̃∥Lp(·)
w (Ω)

;

In what follows, we denote the set of all pairs (a, Q) of type (a) (p(·), r, w)Ω− atoms
and their supports by A(p(·), r, w) and by B(p(·), r, w) the set of all pairs (a, Q̃) of type (b)
(p(·), r)Ω− atoms and their supports.

Let p(·) ∈ P(Ω), {λi}i∈N be a sequence of numbers in C, {Qi}i∈N be a cube sequence
of the supports of type (a) (p(·), r, w)Ω− atoms, {κi}i∈N be a sequence of numbers in C,
{Q̃i}i∈N be a cube sequence of the supports of type (b) (p(·), r, w)Ω− atoms. Define

A({λi}i∈N,{Qi}i∈N) :=
∥∥∥∥{ ∑

i∈N

[ |λi|χQi

∥χQi∥Lp(·)
w (Ω)

]θ} 1
θ
∥∥∥∥

Lp(·)
w (Ω)

,

and

B({κi}i∈N,{Q̃i}i∈N) :=
∥∥∥∥{ ∑

i∈N

[ |κi|χQ̃i

∥χQ̃i
∥

Lp(·)
w (Ω)

]θ} 1
θ
∥∥∥∥

Lp(·)
w (Ω)

,

here and hereafter θ ∈ (0, s−1
w ).

Next, we give the definition of the atomic weighted variable Hardy spaces on domains.
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Definition 2.1.4. Let Ω be an open set of Rn, p(·) ∈ P(Ω) and w : Ω → (0, ∞). The weighted
variable atomic Hardy space Hp(·),q

w,atom(Ω) is defined to be the space of all functions f ∈D′(Ω)

which can be decomposed as

f = ∑
i∈N

λiai + ∑
i∈N

κibi in D′(Ω), (2.1.3)

where {ai}i∈N is a sequence of type (a)(p(·), q, w)Ω-atoms, associated with cubes {Qi}i∈N,
and {bi}i∈N is a sequence of type (b)(p(·), q, w)Ω-atoms, associated with cubes {Q̃i}i∈N,
satisfying that,

A({λi}i∈N,{Qi}i∈N) + B({κi}i∈N,{Q̃i}i∈N) < ∞.

Moreover, for any f ∈ Hp(·),q
w,atom(Ω), we define

∥ f ∥
Hp(·),q

w,atom(Ω)
:= inf

{
A({λi}i∈N,{Qi}i∈N) + B({κi}i∈N,{Q̃i}i∈N)

}
,

where the infimum is taken over all the decompositions of f as (4.1.5).

Remark 2.1.5. Let Ω be an open set of Rn and p(·) ∈ P(Ω). For {λi}i∈N ⊂ C, and cubes
{Qi}i∈N ⊂ Ω, let

A∗({λi}i∈N,{Qj}i∈N) := inf
λ∈(0,∞)

{�
Qi

∑
j∈N

( |λj|
λ∥χQj∥Lp(·)

w (Ω)

)p(x)
w(x)p(x)dx ≤ 1

}
.

Then from the embedding ℓθ ↪→ ℓ∞, we deduce that for any sequences of {λi}i∈N ⊂ C, and
cubes {Qi}i∈N ⊂ Ω,

A∗({λi}i∈N,{Qi}) ≤ A({λi}i∈N,{Qi}).

2.2 Atomic decomposition

We start first by proving that the variable weighted Hardy spaces on domains can be char-
acterized via the grand maximal function. More precisely, we have the following result.

Theorem 2.2.1. Let Ω be a proper open subset of Rn and ϕ ∈ D(B(0n, 1)) such that
�

Rn ϕ(x)dx =

1, p(·) ∈ P(Ω) such that n/(n + s) < p− ≤ p+ < ∞, w ∈ Wp(·)(Ω) and s ∈ (0, ∞). Then,

Hp(·)
w (Ω) ≈ Hp(·)

w,max,s(Ω) with equivalent quasi-norms.
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Proof. Let f ∈ D′(Ω). By the definition of M+
ϕ,Ω( f ) and f ∗s,Ω( f ), we have

∥M+
ϕ,Ω( f )∥

Lp(·)
w (Ω)

≤ ∥ f ∗s,Ω( f )∥
Lp(·)

w (Ω)
.

On the other hand, by [68, corollary 1], we know that for any x ∈ Ω,

f ∗s,Ω( f )(x)≲ M+
ϕ,Ω( f )(x).

Then, by the definitions of the spaces Hp(·)
w (Ω) and Hp(·)

w,max,s(Ω) and the above inequalities,
we deduce that Hp(·)

w (Ω) ≈ Hp(·)
w,max,s(Ω) with equivalent quasi-norms.

In the next theorem, we establish the atomic characterization of the weighted Hardy
spaces on domains.

Theorem 2.2.2. Let Ω be a proper open subset of Rn and ϕ ∈ D(B(0n, 1)) such that
�

Rn ϕ(x)dx =

1, p(·) ∈ P(Ω), w ∈ Wp(·)(Ω) and q ∈ (max{1, p+}, ∞]. Then, Hp(·)
w (Ω) ≈ Hp(·),q

w,atom(Ω) with
equivalent quasi-norms. In particular, if n/(n + s) < p− then

Hp(·)
w (Ω) ≈ Hp(·),q

w,atom(Ω) ≈ Hp(·)
w,max,s(Ω)

with equivalent quasi-norms.

Before giving the proof of the above theorem, we give some useful lemmas. We begin
by a result obtained in [69, pp. 211-212]. We denote the set of cubes, with sidelength 1 and
center (x1, · · · , xn) with xj ∈ Z for any j ∈ {1, · · · , n}, by Q0. For i ∈ Z, we denote the set of
cubes of the form 2iQ, with Q ∈ Q0, by Qi. Let Q = ∪i∈ZQi. For a proper open set Ω of Rn,
we set

W(Ω) :=
{

Q(cQ, lQ) ∈ Q : 20lQ < dist(cQ, Ωc) ≤ 43lQ

}
.

Lemma 2.2.3. Let Ω be a proper open subset of Rn, s ∈ (0, ∞), m ∈ Z and f ∈ D′(Ω). For any
i ∈ Z, let

Ωi := {x ∈ Ω : f ∗s,Ω(x) > 2i},

where f ∗s,Ω is as in (2.1.2). Then the following statements hold true.

1. For any i ∈ Z,
Ωi = ∪Q∈W(Ωi)

Q and Ω = ∪Q∈W(Ω)Q.

Moreover, there exists a constant c depending only on n such that for any i ∈Z, ∑Q∈W(Ωi)
χ10Q ≤

c.
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2. There exist functions {hi
I}i∈Z,I∈Q and {hΩ

Q}Q∈Q such that

f = ∑
i∈Z,I∈Q

hi
I + ∑

Q∈Q
hΩ

Q in D′(Ω).

3. For any i ∈ Z and I ∈ Q, if I /∈ W(Ωi−1), then hi
I = 0; if I ∈ W(Ωi−1), then hi

I ∈ L∞(Ω),
supp hi

I ⊂ 9I,< hi
I , P >= 0 for all P ∈ Pm, and there exists a positive constant C depending

only on n, s and m, such that ∥hi
I∥L∞(Ω) ≤ C2i.

4. For any Q ∈ Q, if Q ∈ W(Ω), then hΩ
Q = 0; if Q ∈ W(Ω), then hΩ

Q ∈ L∞(Ω), supp hΩ
Q ⊂ 9Q

and there exists a positive constant C, depending only on n, s and m, such that ∥hΩ
Q∥L∞(Ω) ≤

C infx∈9Q f ∗s,Ω(x).

The next lemma plays a crucial role in the proof of the atomic decomposition. It is a
slight variant of [39, Lemma 5.4]. It can be seen as the extension of [81, lemma 4.1] to the
weighted case. For a general version and for the proof see lemma 3.1.5.

Lemma 2.2.4. Let p(·) ∈ P(Ω), w ∈ Wp(·), r ∈ (0, s−1
w ) and q ∈ ((ksw

w )′, ∞). Then there exists a
positive constant C such that for any sequence {Bj}j∈N of balls in Rn,{λj}j∈N ⊂ C and functions
{aj}j∈N satisfying that for any j ∈ N, Supp aj ⊂ Bj and ∥aj∥Lq(Rn) ≤ |Bj|1/q,∥∥∥∥∥( ∞

∑
j=1

|λjaj|r
) 1

r

∥∥∥∥∥
Lp(·)

w (Ω)

≤ C

∥∥∥∥∥( ∞

∑
j=1

|λjχBj |
r
) 1

r

∥∥∥∥∥
Lp(·)

w (Ω)

.

The next lemma plays a key role in the proof of theorem 2.2.2.

Lemma 2.2.5. Let p(·) ∈ P(Ω), q ∈ (1, ∞]. Then there exists a positive constant C such that, for
any j ∈ N, type (a)(p(·), q, w)−atom aj and x /∈ 2

√
nQj,

M+
ϕ,Ω(aj)(x) ≤ C

[
M
(
χQj

)
(x)
] n+dw+1

n

∥χQj∥Lp(·)
w (Ω)

, (2.2.1)

where, Qj := Q(cQj, ℓ(Qj).

Proof. Let x /∈ 2
√

nQj and for any k ∈ Z, we set ϕk(x − ·) := 2−knϕ(2−k(x − ·)).
Since supp

(
ϕk(x − ·)⊂ Q(x;21−k), it follows, if supp

(
ϕk(x − ·) ∩ Qj =∅, then we have,

< aj, ϕk(x− ·)>= 0. Moreover, if supp
(
ϕk(x− ·)∩Qj =∅, then ℓ(Qj)≤ 21−k and |x− cQj | ≤

22−k.
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Let qx,k be the Taylor polynomial of degree dw. For any y ∈ Qj, we have

|ϕk(x − y)− qx,k|≲ 2k(n+dw+1)|y − cQj |
dw+1

≲

(
ℓ(Qj)

)dw+1(
ℓ(Qj)

)n+dw+1
+ |x − cQj |n+dw+1

.

The fact that for any j ∈ N, type (a)(p(·), q, w)−atom aj and the Hölder inequality in-
equality leads us to

| < aj, ϕk(x − ·) > | =
∣∣∣�

Qj

[
ϕk(x − y)− q(y)

]
aj(y)dy

≲

(
ℓ(Qj)

)dw+1(
ℓ(Qj)

)n+dw+1
+ |x − cQj |n+dw+1

�
Qj

|aj(y)|dy

≲

(
ℓ(Qj)

)dw+1(
ℓ(Qj)

)n+dw+1
+ |x − cQj |n+dw+1

|Qj|
1− 1

q ∥aj∥Lq(Ω)

≲

(
ℓ(Qj)

)n+dw+1(
ℓ(Qj)

)n+dw+1
+ |x − cQj |n+dw+1

∥χQj∥
−1
Lp(·)

w (Ω)

≲

[
M
(
χQj

)
(x)
] n+dw+1

n

∥χQj∥Lp(·)
w (Ω)

,

which gives the desired result.

Proof of theorem 2.2.2. We start by the first inclusion Hp(·),q
w,atom(Ω) ↪→ Hp(·)

w (Ω).

Let f ∈ Hp(·),q
w,atom(Ω), by definition we conclude that there exist {λi}i≥1,{κi}i≥1 ⊂ C and two

sequences {ai}i≥1,{bi}i≥1 of type (a) − (p(·), q, w)Ω atoms and (b) − (p(·), q, w)Ω atoms
,respectively, such that

f = ∑
i≥1

λiai + ∑
i≥1

κibi, in D′(Ω).

By Remark 1.2.8, we have
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∥ f ∥p

Hp(·)
w (Ω)

= ∥M+
ϕ,Ω( f )∥p

Lp(·)
w (Ω)

≤
∥∥∥∥ ∑

i∈N

|λi|M+
ϕ,Ω(ai)

∥∥∥∥p

Lp(·)
w (Ω)

+

∥∥∥∥ ∑
i∈N

|κi|M+
ϕ,Ω(ai)

∥∥∥∥p

Lp(·)
w (Ω)

,

thus

∥ f ∥p

Hp(·)
w (Ω)

≤
∥∥∥∥ ∑

i∈N

|λi|χ2
√

nQij
M+

ϕ,Ω(ai)

∥∥∥∥p

Lp(·)
w (Ω)

+

∥∥∥∥ ∑
i∈N

|λi|χ(2
√

nQij)c M+
ϕ,Ω(ai)

∥∥∥∥p

Lp(·)
w (Ω)

+

∥∥∥∥ ∑
i∈N

|κi|χ8Q̃ij
M+

ϕ,Ω(ai)

∥∥∥∥p

Lp(·)
w (Ω)

+

∥∥∥∥ ∑
i∈N

|κi|χ(8Q̃ij)c M+
ϕ,Ω(ai)

∥∥∥∥p

Lp(·)
w (Ω)

:= I1 + I2 + I3 + I4.

Note that for all i ∈ N, M+
ϕ,Ω(ai)(x) ≤ M(ai)(x) for any x ∈ 2

√
nQij, then by Lemma 2.2.4,

we have

I1 ≲

∥∥∥∥ ∑
i∈N

|λi|χ2
√

nQij
M(ai)

∥∥∥∥p

Lp(·)
w (Ω)

≲

∥∥∥∥[ ∑
i∈N

(
|λi|χ2

√
nQij

M(ai)
)θ
]1/θ∥∥∥∥p

Lp(·)
w (Ω)

(2.2.2)

≲
[
A
(
{λi}i≥1,{Qi}i≥1

)]p

.

We pass to deal with I2. According to lemma 2.2.5, for x /∈ 2
√

n(Qi)i∈N, we have

M+
ϕ,Ω(aj)(x)≲

[
M(χQi)(x)

]s

∥χQi∥Lp(·)
w (Ω)

,

where s = n+dw+1
n . Thus
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I2 ≲

∥∥∥∥ ∑
i∈N

|λi|
∥χQi∥Lp(·)

w (Ω)

[
M(χQi)

]s
∥∥∥∥p

Lp(·)
w (Ω)

.

By Remark 1.2.8, we have

I2 ≲

∥∥∥∥[ ∑
i∈N

|λi|
∥χQi∥Lp(·)

w (Ω)

[
M(χQi)

]s
]1/s∥∥∥∥sp

Lp(·)
w1/s (Ω)

.

Since s ≥ sw then from theorem1.2.10 and Remark 2.1.5, we obtain

I2 ≲

∥∥∥∥[ ∑
i∈N

|λi|
∥χQi∥Lp(·)

w (Ω)

(χQi)
s
]1/s∥∥∥∥sp

Lp(·)
w1/s (Ω)

(2.2.3)

≲

∥∥∥∥ ∑
i∈N

|λi|χQi

∥χQi∥Lp(·)
w (Ω)

∥∥∥∥p

Lp(·)
w (Ω)

≲
[
A∗({λi}i≥1,{Qi}i≥1

)]p

≲
[
A
(
{λi}i≥1,{Qi}i≥1

)]p

.

In a similar manner to I1, we get

I3 ≲

∥∥∥∥ ∑
i∈N

|λi|χ8Q̃ij
M+

ϕ,Ω(bi)

∥∥∥∥p

Lp(·)
w (Ω)

(2.2.4)

≲

∥∥∥∥[ ∑
i∈N

(
|κi|χ8Q̃ij

M+
ϕ,Ω(bi)

)θ
]1/θ∥∥∥∥p

Lp(·)
w (Ω)

≲
[
B
(
{κi}i≥1,{Q̃i}i≥1

)]p

.

For any (x ∈ (8Q̃ij)
c), we have

M+
ϕ,Ω(bi)(x) = sup

{k∈Z : 0<2k<dist(x,Ωc)/2}

∣∣∣∣�
Q̃i

2−knϕ
(
2−k(x − y)

)
bi(y)dy

∣∣∣∣,

consequently,
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M+
ϕ,Ω(bi)(x)≲ sup

{k∈Z : 0<2k<7ℓ(Q̃i)}

∣∣∣∣�
Q̃i

2−knϕ
(
2−k(x − y)

)
bi(y)dy

∣∣∣∣
+ sup

{k∈Z : 7ℓ(Q̃i)<2k<dist(x,Ωc)/2}

∣∣∣∣�
Q̃i

2−knϕ
(
2−k(x − y)

)
bi(y)dy

∣∣∣∣
:= A1 +A2.

For any x ∈ (8Q̃ij)
c and y ∈ Q̃ij we have |x − y| > 7ℓ(Q̃i) > 2k then 2−k|x − y| > 1. Since

ϕ ∈ D(B(0Rn , 1)), we conclude that A1 = 0. We note that A2 = 0 if dist(x, Ωc)≤ 14ℓ(Q̃i). We
suppose that dist(x, Ωc) > 14ℓ(Q̃i), we have

|x − y| > dist(x, Ωc)− dist(y, Ωc) > dist(x, Ωc)− dist(y, Ωc).

As Q̃i is type (b)−cube then 4Q̃i ∩ Ωc ̸= ∅, consequently dist(y, Ωc) < 4ℓ(Q̃ij) for any
y ∈ Q̃ij. Hence for any y ∈ Q̃i and x ∈ (8Q̃ij)

c ∩ Ω,

|x − y| > dist(x, Ωc)− dist(y, Ωc) > dist(x, Ωc)− 4ℓ(Q̃i)

> dist(x, Ωc)− 2
7

dist(x, Ωc) > dist(x, Ωc)/2

> 2k.

Thus, we conclude that I4 = 0. Putting (2.2.2), (4.3.6) and (4.3.7) together we find out that
f ∈ Hp(·)

w (Ω) with ∥ f ∥
Hp(·)

w (Ω)
≲ ∥ f ∥

Hp(·),q
w,atom(Ω)

.

Let us now prove the reverse inclusion, let f ∈ Hp(·)
w (Ω) and

Ωj := {x ∈ Ω : f ∗Ω
s,b (x) > 2j}, ∀j ∈ Z.

It is easy to check that Ωj+1 ⊂ Ωj for any k ∈ Z. In view of Lemma 2.2.3, there exists two
functions {hj

J}j∈Z,J∈Q and {hΩ
Q}Q∈Q such that

f = ∑
j∈Z,J∈Q

hj
J + ∑

Q∈Q
hΩ

Q in D′(Ω).

Let λ
j
J := ∥hj

J∥L∞(Ω)∥χ9J∥Lp(·)
w (Ω)

. According to (3) of Lemma 2.2.3, we can see that (λj
J)
−1hj

J

Page-35-



DOCTORAL DISSERTATION OUSSAMA MELKEMI

is (a)− (p(·), ∞)Ω,w−atom. By (1) and (3) of Lemma 2.2.3, we find out

A
(
{λ

j
J}j∈Z,J∈Q,{9J}J∈Q

)
=

∥∥∥∥∥( ∑
j∈Z,J∈W(Ωj−1)

[λ
j
Jχ9J∥χ9J∥−1

Lp(·)
w (Ω)

]θ
)1/θ

∥∥∥∥∥
1/θ

Lp(·)
w (Ω)

≲

∥∥∥∥∥( ∑
j∈Z

[2jχΩj−1 ]
θ
)1/θ

∥∥∥∥∥
1/θ

Lp(·)
w (Ω)

.

On the other hand we have

∑
j∈Z

(2jχΩj−1)
θ ∼

(
∑
j∈Z

2jχΩj−1

)θ ∼
(

∑
j∈Z

2jχΩj−1\Ωj

)θ.

Consequently,

A
(
{λ

j
J}j∈Z,J∈Q,{9J}J∈Q

)
≤

∥∥∥∥∥ ∑
j∈Z

2jχΩj−1\Ωj

∥∥∥∥∥
1/θ

Lp(·)
w (Ω)

≲ ∥ f ∗Ω
s,b ∥Lp(·)

w (Ω)

≲ ∥ f ∥
Hp(·)

w (Ω)
.

Let κQ := ∥hΩ
Q∥L∞∥χ9Q∥Lp(·)

w (Ω)
, it is easy to see that (κQ)

−1hΩ
Q is a (b)− (p(·), ∞)Ω,w−atom.

Then we obtain

B
(
{κQ}Q∈Q,{9Q}Q∈Q

)
=

∥∥∥∥∥
[

∑
Q∈W(Ω)

(
κQχ9Q∥χ9J∥−1

Lp(·)
w (Ω)

)θ
]1/θ

∥∥∥∥∥
1/θ

Lp(·)
w (Ω)

≲

∥∥∥∥∥
[

∑
Q∈W(Ω)

(
inf

x∈9Q
f ∗Ω
s,b χ9Q

)θ
]1/θ

∥∥∥∥∥
1/θ

Lp(·)
w (Ω)

≲ ∥ f ∗Ω
s,b ∥Lp(·)

w (Ω)

≲ ∥ f ∥
Hp(·)

w (Ω)
.

Summing up the above estimates, we conclude that f ∈ Hp(·),q
w,atom(Ω) and ∥ f ∥

Hp(·),q
w,atom(Ω)

≲

∥ f ∥
Hp(·)

w (Ω)
.
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2.3 Duality result

In this section, we figure out the dual space of the weighted variable Hardy space Hp(·)
w (Ω).

We begin by introducing the definition of the weighted variable Hölder space.

Definition 2.3.1. Let Ω be a proper open subset of Rn, p(·) ∈ P(Ω), w ∈ Wp(·)(Ω), q ∈ [1, ∞)

and d ∈ Z+. A function f ∈ L1
loc(Ω) is said to belong to the weighted variable Hölder space

Λp(·),q,d
w (Ω), if

∥ f ∥
Λp(·),q,d

w (Ω)

:= sup
Q:type (a)cubes

{
inf

P∈Pd

(
|Q|1/q′

∥χQ∥Lp(·)
w (Ω)

�
Q
| f (x)− P(x)|qdx

)1/q}

+ sup
Q:type (b)cubes

(
|Q|1/q′

∥χQ∥Lp(·)
w (Ω)

�
Q
| f (x)|dx

)
< ∞,

where q′ denotes the conjugate of q.

Theorem 2.3.2. Let Ω be a proper open subset of Rn, p(·) ∈ P(Ω), w ∈ Wp(·)(Ω) with 0 <

p− ≤ p+ ≤ 1, q ∈ [1, ∞) and d ∈ Z+ with q ≥ dw. Then, the dual space of Hp(·)
w (Ω), denoted by

(Hp(·)
w (Ω))∗, is Λp(·),q,d

w (Ω) in the following sense

1. Let g ∈ Λp(·),q,d
w (Ω). Then the linear functional

L : f → L( f ) :=
�

Ω
f (x)g(x)dx, (2.3.1)

initially defined for Hp(·),q′
w,atom,fin(Ω) has a bounded extension to Hp(·)

w (Ω).

2. Conversely, if L ∈ (Hp(·)
w (Ω))∗, then there exists a unique extension g ∈ Λp(·),q,d

w (Ω) such
(2.3.1) holds true.

Before proving the above theorem, we introduce the following result which can be
proved by using the argument used for [100, Lemma 5.9] mutatis mutandis.

Lemma 2.3.3. Let p+ ∈ (0,1], α ∈ [p+, 1]. Then there exists a positive constant C such that, for all
{λi}i∈N ⊂ C and any sequence {Qi}i∈N of cubes in Ω,

(
∑

i∈N

|λi|α
) 1

α ≤ A({λi}i∈N,{Qi}i∈N).
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Proof of theorem 2.3.2. Let j0 ∈ N, f := ∑
j0
i=1 λiai +∑i0

i=1 κibi ∈ Hp(·),q′
w,atom,fin(Ω) and P be a Taylor

expansion of g and of order dw, we use the vanishing moment condition fulfills by ai we
obtain ∣∣∣∣�

Ω
f (x)g(x)dx

∣∣∣∣ =
∣∣∣∣∣
( k0

∑
i=1

λiai(x) +
k0

∑
i=1

κibi(x)
)

g(x)dx

∣∣∣∣∣
≤

k0

∑
i=1

|λi|
�

Qi

|g(x)− P(x)||ai(x)|dx

+
k0

∑
i=1

|κi|
�

Q̃i

|g(x)||bi(x)|dx.

By the Hölder inequality, we get

∣∣∣∣�
Ω

f (x)g(x)dx
∣∣∣∣ ≤ k0

∑
i=1

|λi|∥(g−P)χQi∥Lq(Ω)∥aiχQi∥Lq′ (Ω)

+
k0

∑
i=1

|κi|∥g(x)χQ̃i
∥Lq(Ω)∥biχQ̃i

∥Lq′ (Ω)
.

Since ai and bi are (a)(p(·), q′, w)Ω−atom and (b)(p(·), q′, w)Ω−atom respectively, we ob-
tain ∣∣∣∣�

Ω
f (x)g(x)dx

∣∣∣∣ ≤ k0

∑
i=1

|λi|
|Qi|1/q′

∥χQi∥Lp(·)
w (Ω)

∥(g − P)χQi∥Lq(Ω)

+
k0

∑
i=1

|κi|
|Q̃i|1/q′

∥χQ̃∥Lp(·)
w (Ω)

∥g(x)χQ̃i
∥Lq(Ω).

According to the definition of the space Λp(·),d
w (Rn), we get

∣∣∣∣�
Ω

f (x)g(x)dx
∣∣∣∣ ≤ ∥g∥

Λp(·),d
w (Rn)

×
( k0

∑
i=1

(|λi|+ |κi|)
)

.
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By Lemma 2.3.3, we conclude that∣∣∣∣�
Ω

f (x)g(x)dx
∣∣∣∣

≤ ∥g∥
Λp(·),d

w (Rn)
×
(
A({λi}i≥1,{Qi}i≥1) + B({κi}i≥1,{Q̃i}i≥1)

)
.

On the other hand it is easy to see that the space Hp(·),q′
w,atom,fin(Ω) is dense in Hp(·),q′

w,atom(Ω), thus

we conclude that the linear functional ℓg is bounded on Hp(·)
w (Ω).

Conversely, let ℓ ∈
(

Hp(·)
w (Ω)

)∗, we have Lq′(Q) ↪→ Hp(·)
w (Ω), where Q is a cube of Ω.

Thus ℓ defines a functional on Lq′(Q). From of the Riesz representation theorem, there exists
gQ ∈ Lq(Q) such that ℓ( f ) =

�
Q gQ(x) f (x)dx for every f ∈ Lq′(Q). According to the Hahn-

Banach theorem we deduce that there exists a unique measurable function g ∈ Lq(Ω) and

ℓ( f ) =
�

Ω
g(x) f (x)dx, ∀ f ∈ Lq′(Ω).

Our next step is to show that g ∈ Λp(·),d
w (Rn). By taking the supremum of ℓ( f ) over all

(a)(p(·), q′)Ω−atoms a and (b)(p(·), q′, w)Ω−atoms b we obtain

|ℓ(a)|+ |ℓ(b)|≲ ∥ℓ∥(
Hp(·)

w (Ω)
)∗ ,

where

∥ℓ∥(
Hp(·)

w (Ω)
)∗ := sup

f∈Hp(·)
w (Ω), f ̸=0

{
ℓ( f )

∥ f ∥
Hp(·)

w (Ω)

}
.

Let Q ⊂ Ω be of type (a) cube and f ∈ Lq′(X) with ∥ f ∥Lq′ (X)
≤ 1. We set

a :=
|Q|1/q′( f − f P)χQ

∥χQ∥Lp(·)
w (Ω)

∥ f ∥Lq′ (Ω)

. (2.3.2)

We observe that a is a (a)(p(·), q′, w)Ω−atom. Combining (2.3), supp a ⊂ Q and the vanish-
ing moment condition, we find out

|ℓ(a)| =
∣∣∣∣�

Q
a(x)

(
g(x)− P(x)

)
dx
∣∣∣∣≲ ∥ℓ∥(

Hp(·)
w (Ω)

)∗ . (2.3.3)
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In view of (2.3.2) and (2.3.3) we conclude,

|Q|1/q′

∥χQ∥Lp(·)
w (Ω)

∣∣∣∣�
Q

f (x)
(

g(x)− P(x)
)
dx
∣∣∣∣≲ ∥ℓ∥(

Hp(·)
w (Ω)

)∗ .

Consequently,

sup
Q:type(a)

[
inf

P∈Pdw

(
|Q|1/q′

∥χQ∥Lp(·)
w (Ω)

(�
Q
|g(x)− P(x)|qdx

) 1
q
)]

≲ ∥ℓ∥(
Hp(·)

w (Ω)
)∗ . (2.3.4)

In a similar way, we set

b :=
|Q̃|1/q′ f χQ̃

∥χQ∥Lp(·)
w (Ω)

∥ f ∥Lq′ (Ω)

.

We note that b is a type (b)(p(·), q′, w)Ω−atom. From (2.3), we obtain

|ℓ(b)| =
∣∣∣∣�

Q̃
b(x)g(x)dx

∣∣∣∣≲ ∥ℓ∥(
Hp(·)

w (Ω)
)∗ .

Hence
|Q̃|1/q′

∥χQ̃∥Lp(·)
w (Ω)

∣∣∣∣�
Q̃

f (x)g(x)dx
∣∣∣∣≲ ∥ℓ∥(

Hp(·)
w (Ω)

)∗ .

Taking the supremum over all the cubes of type (b), we conclude

sup
Q̃:type(b)

(
|Q̃|1/q′

∥χQ̃∥Lp(·)
w (Ω)

(�
Q̃
|g(x)|qdx

) 1
q
)
≲ ∥ℓ∥(

Hp(·)
w (Ω)

)∗ . (2.3.5)

Putting (2.3.4) and (2.3.5) together we get the desired result.

Page-40-



CHAPTER 3

WEIGHTED VARIABLE HARDY
SPACES ASSOCIATED WITH

OPERATORS

This chapter is devoted to the study of the weighted variable Hardy space Hp(·)
L,w (Rn)

associated with operator L which has a bounded holomorphic functional calculus and ful-
fills the Davies-Gaffney estimates. In particular, we show the molecular characterization of
Hp(·)

L,w (Rn) via the atomic decomposition of weighted tent spaces, and we establish a duality

relation between Hp(·)
L,w (Rn) and BMOp(·),M

L∗ ,w .

3.1 Preparation and helpful results

Let Rn+1
+ := Rn × (0, ∞). For any α ∈ (0, ∞) and x ∈ Rn, define

Γα(x) := {(y, t) ∈ Rn+1
+ : |y − x| < αt}.

If α = 1, for the sake of simplicity, we write Γ (x) instead of Γα(x).
For any ball B := B(xB, rB)⊂ Rn with xB ∈ Rn and rB ∈ (0, ∞), λ ∈ (0, ∞) and j ∈ N. Let

λB := B(xB, λrB),

B̂ = {(y, t) ∈ Rn+1
+ ,dist(y, Bc) ≥ t}.
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For any ball B (x, r) , with x ∈ Rn and r ∈ (0, ∞) there exists a positive constant C such
that

|B (x, 2r)| ≤ C |B (x, r)| , |B (x, 2r)| = 2n |B (x, r)|

and for λ ∈ [1, ∞)

|B (x, λr)| ≤ Cλn |B (x, r)| .

There exists a positive constant C such that

|B (y, r)| ≤ C
[

1 +
d (x, y)

r

]n

|B (x, r)| . (3.1.1)

Lemma 3.1.1. [94]
There exist a collection of open sets{Qα,k ⊂ Rn : k ∈ Z, α ∈ Ik}, and δ ∈ (0,1), a0 > 0 and C̃ ∈
(0, ∞) such that

1. for any k ∈ Z,
∣∣∣∣Rn \ ∪

α∈Ik
Qα,k

∣∣∣∣ = 0;

2. if i ≥ k, then either Qα,i ⊂ Qβ,k or Qα,i ∩ Qβ,k = ∅;

3. for any fixed k ∈ Z, α ∈ Ik and i < k, there exists a unique β ∈ Ii such that Qα,k ⊂ Qβ,i;

4. for any k ∈ Z, α ∈ Ik, the diameter of Qα,k does not exceed C̃δk;

5. for any k ∈ Z, α ∈ Ik, there exists a ball B
(
zα,k, a0δk) ⊂ Qα,k.

The square function SL associated with L is defined by setting, for any f ∈ L2(Rn) and
x ∈ Rn by,

SL ( f ) (x) :=

[� ∞

0

�
B(x,t)

∣∣∣t2Le−t2L ( f ) (y)
∣∣∣2 dydt

tn+1

]1/2

. (SL)

Now, we recall some notions of bounded holomorphic calculi which was introduced by
McIntosh [65].

Let 0 ≤ η < π. The closed sector in the complex plane C is defined as follows,

Sη = {z ∈ C : |argz| ≤ η} ∪ {0} (3.1.2)

and its interior is denoted by S0
η, i.e.

S0
η = {z ∈ C\{0} : |arg, z| < η}. (3.1.3)
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Denote the set of all holomorphic functions on S0
η by H(S0

η) and for any b ∈ H(S0
η), we

define ∥b∥∞ by
∥b∥∞ = sup{|b(z)| : z ∈ S0

η}. (3.1.4)

The set of all b ∈ H(S0
η) satisfying ∥b∥∞ < ∞ is denoted by H∞(S0

η) and define the set
Ψ(S0

η) by

Ψ(S0
η) =

{
ψ ∈ H∞(S0

η) : ∃ν, C > 0 : |ψ(z)| ≤ c|z|ν
1 + |z|2ν

,∀z ∈ S0
η

}
. (3.1.5)

Let η ∈ [0, π) and denote the spectre of L by σ(L). Then, we say that the closed operator
L on L2(Rn) is of type η if

1. σ(L) is a subset of Sη,

2. for any υ ∈ (η, π), there exists a positive constant Cυ such that for all λ /∈ Sυ,

∥(L − λI)−1∥L(L2(Rn)) ≤ Cυ|λ|−1, (3.1.6)

where L(L2(Rn)) denotes the set of all linear continuous operators from L2(Rn) to
itself and for any operator T ∈ L(L2(Rn)), its norm is denoted by ∥T∥L(L2(Rn)).

Let η ∈ [0, π), L be a one-to-one operator of type η in L2(Rn), υ ∈ (η, π) and ψ ∈ Ψ(S0
υ).

The operator ψ(L) is defined as follows

ψ(L) =
1

2πi

�
Θ

ψ(λ)(λI − L)−1dλ, (3.1.7)

where Θ := {re+iν : r ∈ (0, ∞)} ∪ {re−iν : r ∈ (0, ∞)}, ν ∈ (η, υ) is the curve consisting of two
rays parameterized anti-clockwise. It is well-known that the integral in (3.1.7) is absolutely
convergent in L2(Rn) (see [35, 65] for more details) and ψ(L) does not depend on the choice
of ν (see for instance [3, Lecture 2]). By a limiting procedure we can extend the above
holomorphic functional calculus on Ψ(S0

υ) to H∞(S0
υ) (the reader is referred to [65] for more

details). Let 0 < υ < π, we say that the operator L has a bounded H∞(S0
υ)-calculus in L2(Rn)

if there exists a positive constant C, such that for all ψ ∈ H∞(S0
υ),

∥ψ(L)∥L(L2(Rn)) ≤ C∥ψ∥L∞(S0
υ)

. (3.1.8)

Remark 3.1.2. Let η ∈ [0, π
2 ). If L is an operator of type η in L2(Rn), then L generates a

bounded holomorphic semigroup {e−zL}z∈S0
π
2 −η

on the open sector S0
π
2 −η

(see [35, Proposi-

tion 7.1.1]).
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We assume that L is an operator that fulfills the following assumptions.
Assumption(A). L is one-to-one operator of type η in L2(Rn) with η ∈ [0, π

2 ) and has a
bounded holomorphic functional calculus.
Assumption(B). The semigroup {e−tL}t>0 generated by L satisfies the Davies-Gaffney es-
timates, i.e. there exist a positive constants c1 and c2 such that, for any function f in L2(Rn)

and closed sets E and F of Rn with supp f ⊂ E,

∥e−tL( f )∥L2(F) ≤ c1e−c2
[dist(E,F)]2

t ∥ f ∥L2(E), (3.1.9)

where dist(E, F) := inf{|x − y| : x ∈ E, y ∈ F}.

Remark 3.1.3. Let L be an operator that fulfills Assumption(A) and Assumption(B). Then,

(1) for any i ∈ Z+, the family of operators {(tL)ie−tL}t>0 satisfies the Davies-Gaffney
estimates (see Remark 2.5(i) in [92]).

(2) we can easily prove that the operator SL defined in (SL) is bounded on L2(Rn) by
means of Fubini’s theorem and [40, (4.1)].

Remark 3.1.4. Here we give some operators which fulfill Assumption(A) and Assumption(B):

(a) The one-to-one non-negative self-adjoint operator L satisfying Gaussian upper bounds.

(b) The second order divergence form elliptic operators with complex bounded coeffi-
cients.

(c) The Schrödinger operator −△+V on Rn with the non-negative potential V ∈ L1
loc(R

n).

We end this section by giving a useful result which play an important role in the atomic
decomposition part,

Lemma 3.1.5. Let p(·) : Rn → (0, ∞) be a Lebesgue measurable function with 0 ≤ p− ≤ p+ < ∞
and w ∈ Wp(·). Let s ∈ Sw and {λk}k∈N be a sequence of scalars. For any r > (ks

w)
′, and {bk}k∈N ∈

Lr(Rn) with suppbk ⊂ Qk ⊂ Q, such that

∥bk∥Lr(Rn) ≤ Ak|Qk|1/r, (3.1.10)

where Ak > 0, for all k ∈ N, we have∥∥∥ ∑
k∈N

λkbk

∥∥∥
Lsp(·)

w1/s

≤ C
∥∥∥ ∑

k∈N

Ak|λk|χQk

∥∥∥
Lsp(·)

w1/s

, (3.1.11)
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where C is constant independent of {Ak}k∈N,{λk}k∈N, and {bk}k∈N .

Proof. Fix s ∈ Sw. For any g ∈ L(sp(·))′
w−1/s (Rn) with ∥g∥

L(sp(·))′

w−1/s (R
n)
≤ 1, we get

�
Rn

bk(x)g(x)dx ≤ ∥bk∥Lr(Rn)∥χQk g∥Lr′ (Rn).

From (3.1.10) we deduce that

�
Rn

bk(x)g(x)dx ≤ Ak|Qk|1/r
(�

Qk

|g(x)|r′dx
)1/r′

.

Hence,

∣∣∣�
Rn

bk(x)g(x)dx
∣∣∣ ≤ Ak|Qk|

( 1
|Qk|

�
Qk

|g(x)|r′dx
)1/r′

≤ CAk|Qk| inf
x∈Qk

(
M(|g|r′)(x)

)1/r′

≤ CAk

�
Qk

(
M(|g|r′)(x)

)1/r′

dx,

for some C > 0. By virtue of Lemma 1.2.12, we find out

∣∣∣�
Rn

(
∑

k∈N

λkbk(x)
)

dx
∣∣∣≲ ∑

k∈N

Ak|λk|
�

Qk

(
M(|g|r′)(x)

)1/r′

dx

≲
�

Rn

(
∑

k∈N

Ak|λk|χQk(x)
)(

M(|g|r′)(x)
)1/r′

dx.

By using Hölder inequality, we obtain,

∣∣∣�
Rn

(
∑

k∈N

λkbk(x)
)

dx
∣∣∣≲ ∥∥∥ ∑

k∈N

Ak|λk|χQk

∥∥∥
Lsp(·)

w1/s (R
n)

∥∥∥(M(|g|r′)1/r′
∥∥∥

L(sp(·))′

w−1/s (R
n)

≲
∥∥∥ ∑

k∈N

Ak|λk|χQk

∥∥∥
Lsp(·)

w1/s (R
n)

∥∥∥(M(|g|r′)
∥∥∥1/r′

L(sp(·))′/r′

w−r′/s
(Rn)

.

Since r′ < ks
w, the definition of ks

w ensures that there exists r′ < k < ks
w such that the

operator M is bounded on L(sp(·))′/k
w−k/s (Rn), on the other hand from the following inequality,
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for all r ∈ (1, ∞)

(M f )r ≤ M(| f |r).

Hence, the operator M is bounded on L(sp(·))′/r′

w−r′/s (Rn). In view of Proposition 1.2.13 we
get (3.1.11) which is the desired result.

3.2 Weighted variable Hardy spaces associated with opera-

tors satisfying Davies-Gaffney estimates

In this section, we establish the molecular characterization of the weighted variable Hardy
space via the atomic decomposition of the weighted variable tent spaces given in this sec-
tion.

For all measurable functions f on Rn+1
+ and for any x ∈ Rn, we define the Lusin-area

function by

A( f )(x) :=
(�

Γ(x)
| f (y, t)|2 dydt

tn+1

)1/2

, (3.2.1)

Let p(·) ∈ P(Rn) and w : Rn → (0, ∞). The tent space Tp(·)(Rn+1
+ ) is the space of all

measurable functions f on Rn+1
+ such that

∥ f ∥
Tp(·)

2 (Rn+1
+ )

= ∥A( f )∥Lp(·)(Rn) < ∞. (3.2.2)

The weighted variable tent space Tp(·)
w (Rn+1

+ ) is defined to be the space of all measurable
functions f on Rn+1

+ such that A( f ) ∈ Lp(·)
w (Rn), with the norm

∥ f ∥
Tp(·)

w (Rn+1
+ )

= ∥A( f )∥
Lp(·)

w (Rn)
. (3.2.3)

Remark 3.2.1. If f ∈ T2
2 (R

n+1
+ ), then

∥ f ∥T2
2 (R

n+1
+ ) =

(�
Rn+1

+

| f (x, t)|2 dxdt
t

)1/2
.
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Let F be a closed set in Rn and O ≡ F∁, we denote by Ô the tent over O which is the set

Ô := {(x, t) ∈ Rn+1
+ : dist(x, F) ≥ t}. (3.2.4)

Next, we give the definition of (p(·), w, ∞)-atoms.

Definition 3.2.2. Let p(·) ∈ P(Rn), w : Rn → (0, ∞) be a Lebesgue measurable function and
r ∈ (1, ∞). A function a on Rn+1

+ is called a (p(·), w, ∞)-atom if

(i) there exists a ball B ⊂ Rn such that supp a ⊂ B̂;

(ii) ∥a∥Tr
2(R

n+1
+ ) ≤ |B|1/r∥χB∥−1

Lp(·)
w (Rn)

.

The following Theorem presents the atomic characterization of the weighted variable
tent space Tp(·)

w (Rn+1
+ ).

Theorem 3.2.3. Let p(·) : Rn → (0, ∞), w ∈ Wp(·). Then for f ∈ Tp(·)
w (Rn+1

+ ), there exists
(p(·), w, ∞)-atoms {ai}i∈N associated with the balls {Bi}i∈N, respectively, and numbers {λi}i∈N ⊂
C such that for almost every (x, t) ∈ Rn+1

+ ,

f (x, t) = ∑
i∈N

λiai(x, t). (3.2.5)

Moreover, there exists a positive constant C such that, for all f ∈ Tp(·)
w (Rn+1

+ ),

Λ({λi}i∈N,{Bi}i∈N) ≤ C∥ f ∥
Tp(·)

w (Rn+1
+ )

, (3.2.6)

where for any sequence of numbers {λi}i∈N ∈ C and sequence of balls {Bi}i∈N

Λ({λi}i∈N,{Bi}i∈N) :=
∥∥∥∥( ∑

i∈N

[ |λi|χBi

∥χBi∥Lp(·)
w (Rn)

]θ) 1
θ
∥∥∥∥

Lp(·)
w (Rn)

, (3.2.7)

where θ ∈ (0, s−1
w ).

Proof. Let f ∈ Tp(·)
w (Rn+1

+ ). For any i ∈ Z, let

Ωi = {x ∈ Rn : A( f )(x) > 2i}.

Since f ∈ Tp(·)
w (Rn+1

+ ), it is easy to check that Ωi is a proper open set and |Ωi| < ∞ for
each i ∈ Z. By a similar argument used in the proof of [42, Theorem 3.2], we can show that
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supp f ⊂
[(

∪i∈Z Ω̂∗
i

)
∪ E
]
, where E ⊂ Rn+1

+ satisfying
�

E
dydt

t = 0. Thus, for each i ∈ Z, by
applying the Whitney decomposition (see [85, p. 167]) to Ω∗

i , we get a sequence {Qi,j}j∈N

of disjoint cubes such that

1.
⋃

j∈N Qi,j = Ω∗
i and {Qi,j}j∈N have disjoint interiors,

2. for all j ∈ N,
c1
√

nlQi,j ≤ dist(Qi,j, (Ω∗
i )

∁) ≤ c2
√

nlQi,j , (3.2.8)

where lQi,j denotes the side-length of the cube Qi,j, dist(Qi,j, (Ω∗
i )

∁) := inf{|x − y| : x ∈
Qi,j, y ∈ (Ω∗

i )
∁}.

For each j∈N, choose a ball Bi,j with the same center with Qi,j and with radius 11
2
√

nl(Qi,j).
We define

Ai,j = B̂i,j ∩ (Qi,j × (0, ∞)) ∩ (Ω̂∗
i \ Ω̂∗

i+1),

ai,j = 2−i∥χBi,j∥
−1
Lp(·)

w (Rn)
f χAi,j and λi,j = 2i∥χBi,j∥Lp(·)

w (Rn)
. (3.2.9)

Notice that {(Qi,j × (0, ∞))∩ (Ω̂∗
i \ Ω̂∗

i+1)} ⊂ B̂i,j. Following the proof used in [101, Theorem
2.16], we can show that ai,j is a (p(·), w, ∞)-atom associated to the ball Bi,j for any i ∈ Z and
j ∈ N. We obtain that f = ∑i∈Z ∑j∈N λi,jai,j almost everywhere. Then, it remains to show
that Λ({λi}i∈N,{Bi}i∈N) ≤ C∥ f ∥

Tp(·)
w (Rn+1

+ )
. Indeed, by the definition of λi,j (3.2.9), we get

Λ({λi,j}i∈Z,j∈N,{Bi,j}i∈Z,j∈N) = ∑
i∈Z

∥( ∑
j∈N

(
2iχBi,j

)θ
)

1
θ ∥

Lp(·)
w (Rn)

≲ ∑
i∈Z

2i∥( ∑
j∈N

(
χBi,j

)θ
)

1
θ ∥

Lp(·)
w (Rn)

.

From the fact that,

∑
j∈N

χBij ≲ χΩ∗
i
≲ 1,

we deduce that

Λ({λi,j}i∈Z,j∈N,{Bi,j}i∈Z,j∈N)≲ ∑
i∈Z

2i∥χΩ∗
i
∥

Lp(·)
w (Rn)

= ∑
i∈Z

2i∥χΩ∗
i
∥1/r

Lp(·)/r
wr (Rn)

.
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Since r < s−1
w , we use Theorem 1.2.10 and the fact χΩ∗

i
≲
[
M(χΩi)

]
, we find

Λ({λi,j}i∈Z,j∈N,{Bi,j}i∈Z,j∈N)≲ ∑
i∈Z

2i∥M(χΩi)∥Lp(·)
w (Rn)

≲ ∥A( f )∥
Lp(·)

w (Rn)
= ∥ f ∥

Tp(·)
w (Rn+1

+ )
.

Then, the proof is completed.

Proposition 3.2.4. If f ∈ Tp(·)
w (Rn+1

+ ), then f = ∑
i

∑
j

λijaij converges in Tp(·)
w (Rn+1

+ ).

Proof. Let f ∈ Tp(·)
w (Rn+1

+ ) and r ∈ (0, s−1
w ), then from Lemma 3.1.5, we find that, for any

N ∈ N,

∥∥∥∥∥A
(

f − ∑
|i|+|j|≤N

λijaij

)∥∥∥∥∥
Lp(·)

w (Rn)

=

∥∥∥∥∥A
(

∑
|i|+|j|>N

λijaij

)∥∥∥∥∥
Lp(·)

w (Rn)

≤
∥∥∥∥∥ ∑
|i|+|j|>N

|λij|A(aij)

∥∥∥∥∥
Lp(·)

w (Rn)

≤
∥∥∥∥∥
{

∑
|i|+|j|>N

[
|λij|A(aij)

]r}1/r∥∥∥∥∥
Lp(·)

w (Rn)

≤
∥∥∥∥∥
{

∑
|i|+|j|>N

[ |λij|χBij

∥χBij∥Lp(·)
w

]r
}1/r∥∥∥∥∥

Lp(·)
w (Rn)

.

Putting together the last inequality with (3.2.6) and the dominated convergence Theo-
rem, we get

lim
N→∞

∥∥∥∥∥A
(

f − ∑
|i|+|j|≤N

λijaij

)∥∥∥∥∥
Lp(·)

w (Rn)

≤
∥∥∥∥∥ lim

N→∞

{
∑

|i|+|j|>N

[ |λij|χBij

∥χBij∥Lp(·)
w

]r
}1/r∥∥∥∥∥

Lp(·)
w (Rn)

= 0.

Hence, f = ∑
i

∑
j

λijaij converge in Tp(·)
w (Rn+1

+ ). Thus the proof is achieved.
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We denote by Tp(·)
c,w (Rn+1

+ ) and T2
2,c(R

n+1
+ ) respectively, the set of all functions in Tp(·)

w (Rn+1
+ )

and T2
2 (R

n+1
+ ) which have compact supports.

Proposition 3.2.5. Let p(·) ∈ P(Rn), w ∈ Wp(·). Then Tp(·)
c,w (Rn+1

+ )⊂ T2
2,c(R

n+1
+ ) in the meaning

of sets.

Proof. By [34, Lemma 3.3(i)], we know that, for any q ∈ (0, ∞), Tq
2,c(R

n+1
+ )⊂ T2

2,c(R
n+1
+ ). Then

it suffices to show that Tp(·)
c,w (Rn+1

+ ) ⊂ Tq′
2,c(R

n+1
+ ), for some q′ ∈ (0, ∞).

Indeed, let f ∈ Tp(·)
c,w (Rn+1

+ ) such that supp f ⊂ E, where E is a compact set of Rn+1
+ . Let

B be a ball of Rn+1
+ such that E ⊂ B̂. Then, suppA f ⊂ B

�
Rn

[
A f (x)

]p

dx =

�
{x∈B:A f (x)≤1}

[
A f (x)

]p

dx +

�
{x∈B:A f (x)>1}

[
A f (x)

]p

dx

≤ |B|+
�

Rn

[
A f (x)

]p

χBdx

≤ |B|+ ∥A f χB∥
p
Lp

≤ |B|+ ∥(A f )pχB∥L1

≤ |B|+ ∥(A f )p∥
L

p(·)/p

wp
∥χB∥

L
(p(·)/p)′

w−p

≲ |B|+ ∥A f ∥p

Lp(·)
w

,

this ends the proof.

Next, we establish the molecular characterization of the weighted variable Hardy spaces
associated with operators satisfying the Davies-Gaffney estimates. These spaces are de-
noted by Hp(·)

L,w . We begin with some definitions.

Definition 3.2.6. Let p(·) ∈ P(Rn) and w : Rn → (0, ∞) be a Lebesgue measurable function.
Let L be an operator satisfying Assumption(A) and Assumption(B). The weighted variable
Hardy space Hp(·)

L,w (Rn) is defined as the completion of the space H̃p(·)
L,w (Rn),

H̃p(·)
L,w (Rn) := { f ∈ L2(Rn) : ∥SL( f )∥

Lp(·)
w

< ∞},

with respect to the quasi-norm

∥ f ∥
Hp(·)

L,w (Rn)
= ∥SL( f )∥

Lp(·)
w

= inf
{

λ > 0 : ρp(·),w

(SL( f )
λ

)
≤ 1
}

.
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To introduce the molecular weighted variable Hardy spaces Hp(·),M,ϵ
L,w (Rn), we give the

definition of a (p(·), w, M, ϵ)L molecule.

Definition 3.2.7. Let L be an operator satisfying Assumption(A) and Assumption(B) and
p(·) ∈ P(Rn) and w : Rn → (0, ∞) be a Lebesgue measurable function. Assume that M ∈ N

and ϵ ∈ (0, ∞). A function m ∈ L2(Rn) is called (p(·), w, M, ϵ)L molecule, if m ∈ R(LM)(the
range of LM ) and there exists a ball B := B(xB, rB) ⊂ Rn with xB ∈ Rn and rB > 0 such that,
for every k = 0, · · · , M and j ∈ Z+

∥∥(r−2
B L−1)km

∥∥
L2(Uj(B)) ≤ 2−ϵj|2jB|1/2∥χB∥−1

Lp(·)
w (Rn)

, (3.2.10)

where for j ∈ Z+,
Uj(B) := B(xB, 2jrB)\B(xB, 2j−1rB).

Remark 3.2.8. If ϵ ∈ (n
2 , ∞), then for any k ∈ {0, · · · , M},

∥∥(r−2
B L−1)km

∥∥
L2(Uj(B)) ≤ C|B|1/2∥χB∥−1

Lp(·)
w (Rn)

,

where C is a positive constant independent of m, k and B.

Definition 3.2.9. Let L be an operator satisfying Assumption(A) and Assumption(B). Let
p(·) ∈ P(Rn) and w ∈ Wp(·). Assume that M ∈ N and ϵ ∈ (0, ∞). For a measurable function
f on Rn,

f =
∞

∑
j=1

λjmj (3.2.11)

is called molecular (p(·), w, M, ϵ)− representation of f if {mj}j∈N is a family of (p(·), w, M, ϵ)L

molecules, the sum converges in L2(Rn) and {λj}j∈N ⊂ C satisfies that

Λ
(
{λj}j∈N,{Bj}j∈N

)
< ∞,

where for any j ∈ N, Bj is the ball associated with mj.

The space H̃p(·),M,ϵ
L,w (Rn) is defined to be the set of all functions f ∈ L2(Rn) which has a

molecular (p(·), w, M, ϵ)−representation.
The molecular weighted variable Hardy spaces Hp(·),M,ϵ

L,w (Rn) is the completion of H̃p(·),M,ϵ
L,w (Rn)

with respect to the quasi-norm

∥ f ∥
Hp(·),M,ϵ

L,w (Rn)
:= inf

{
Λ
(
{λj}j∈N,{Bj}j∈N

)}
,
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where the infimum is taken over all decompositions of f as (3.2.11).

To establish the molecular characterization of Hp(·),M,ϵ
L,w (Rn) we need the following tech-

nical Lemmas. Let L be an operator satisfying Assumption (a) and (b) and M ∈ N. The
next lemma is a slight variant of [92, Proposition 3.10].

Lemma 3.2.10. Let p(·) ∈ P(Rn) and w ∈ Wp(·). There exists constant C and σ ∈ (0, nsw) such
that, for any j ∈ Z+ and (p(·), w, M, ϵ)L molecule m, associated with ball B := B(xR, rB) ⊂ Rn

with xB ∈ Rn and rb > 0,

∥SL(m)∥L2(Uj(B)) ≤ C2−jθ|2jB|1/2∥χB∥−1
Lp(·)

w (Rn)
.

The following lemma can be found in [92] or [9, Proposition 4.5(i)].

Lemma 3.2.11. For any G ∈ T2(Rn+1
+ ) and x ∈ Rn, the operator defined as

πM,L(G)(x) :=
� ∞

0
(t2L)M+1e−t2L(G(·, t))(x)

dt
t

is bounded from T2
c (R

n+1
+ ) to L2(Rn).

For the next lemma we refer the reader to [92].

Lemma 3.2.12. Let p(·) ∈ P(Rn), w ∈ Wp(·). Assume that a is a(p(·), w, ∞)−atom associated
with ball B ⊂ Rn. Then for any M ∈ N, ϵ ∈ (0, ∞), there exists a positive constant CM,ϵ depending
only on M and ϵ such that CM,ϵπM,L(a) is a (p(·), w, M, ϵ)L molecule associated with the ball B.

Proposition 3.2.13. Let p(·) ∈ P(Rn), w ∈ Wp(·). Let M ∈ N and ϵ ∈ (0, ∞). Then the set

of all finite linear combinations of (p(·), w, M, ϵ)L molecule noted by Hp(·),M,ϵ
L,w, f in (Rn) is dense in

Hp(·),M,ϵ
L,w (Rn) with respect to the quasi-norm ∥ · ∥

Hp(·),M,ϵ
L,w (Rn)

.

Proof. Let g ∈ Hp(·),M,ϵ
L,w (Rn). Then, by definition we know that for any δ ∈ (0, ∞) there exists

a function f ∈ H̃p(·),M,ϵ
L,w (Rn) such that

∥g − f ∥
Hp(·),M,ϵ

L,w (Rn)
≤ δ

2
,

by the definition of H̃p(·),M,ϵ
L,w (Rn) we conclude that, there exists {λj}j∈N ⊂ C and a fam-

ily {mj}j∈N of (p(·), w, M, ϵ)L molecules, associated with balls {Bj}j∈N of Rn, such that

f = ∑∞
j=1 λjmj in L2(Rn) and Λ

(
{λj}j∈N,{Bj}j∈N

)
< ∞.
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For any N ∈ N, let fN = ∑N
j=1 λjmj, then we have

∥ f − fN∥Hp(·),M,ϵ
L,w (Rn)

=
∥∥∥ ∞

∑
j=N+1

λjmj

∥∥∥
Hp(·),M,ϵ

L,w (Rn)

≤ Λ
(
{λj}∞

j=N+1,{Bj}∞
j=N+1

)

=

∥∥∥∥∥
{

∞

∑
j=N+1

[ |λj|χBj

∥χBj∥Lp(·)
w (Rn)

]θ
}1/θ∥∥∥∥∥

Lp(·)
w (Rn)

=

∥∥∥∥∥ ∞

∑
j=N+1

[ |λj|χBj

∥χBj∥Lp(·)
w (Rn)

]θ
∥∥∥∥∥

1/θ

Lp(·)/θ

wθ (Rn)

,

where θ ∈ (0, s−1
w ). Since

Λ
(
{λj}∞

j=N+1,{Bj}∞
j=N+1

)
=

∥∥∥∥∥ ∞

∑
j=N+1

[ |λj|χBj

∥χBj∥Lp(·)
w

(Rn)

]θ
∥∥∥∥∥

1/θ

Lp(·)/θ

wθ (Rn)

< ∞,

it follows that, for almost every x ∈ Rn,

lim
N→∞

∞

∑
j=N+1

[ |λj|χBj

∥χBj∥Lp(·)(Rn)

]θ
= 0.

Combining this and the dominated convergence Theorem, we obtain

lim
N→∞

∥∥∥∥∥ ∞

∑
j=N+1

[ |λj|χBj

∥χBj∥Lp(·)(Rn)

]θ
∥∥∥∥∥

1/θ

Lp(·)/θ

wθ (Rn)

= 0,

we conclude that,

lim
N→∞

∥ f − fN∥Hp(·),M,ϵ
L,w (Rn)

= 0.

Hence, we find that, for any δ ∈ (0, ∞), there exists some N0 ∈ N such that, for any
N > N0

∥ f − fN∥Hp(·),M,ϵ
L,w (Rn)

<
δ

2
.

Page-53-



DOCTORAL DISSERTATION OUSSAMA MELKEMI

Obviously, for any N ∈ N, fN ∈ Hp(·),M,ϵ
L,w, f in (Rn). Then for any δ ∈ (0, ∞) when N > N0

∥g − fN∥Hp(·),M,ϵ
L,w (Rn)

≲ ∥g − f ∥
Hp(·),M,ϵ

L,w (Rn)
+ ∥ f − fN∥Hp(·),M,ϵ

L,w (Rn)
≲ δ.

Thus, Hp(·),M,ϵ
L,w, f in (Rn) is dense in Hp(·),M,ϵ

L,w (Rn) with respect to the quasi-norm ∥ · ∥
Hp(·),M,ϵ

L,w (Rn)
.

The following Theorem deals with the molecular characterization of Hp(·)
L,w (Rn)

Theorem 3.2.14. Let L be an operator satisfying Assumption (A) and Assumption (B). Let p(·) ∈
P(Rn), w ∈ Wp(·). Let M ∈ (n

2 [sw − 1
2 ], ∞) ∩ N and let ϵ ∈ (nsw, ∞). Then Hp(·),M,ϵ

L,w (Rn) and

Hp(·)
L,w (Rn) coincide with equivalent quasi-norm.

To prove this theorem, we first show the following inclusion, H̃p(·),M,ϵ
L,w (Rn)⊂

[
Hp(·)

L,w (Rn)∩

L2(Rn)
]
.

Proposition 3.2.15. Let L be an operator satisfying Assumption (A) and (B). Let p(·)∈P(Rn), w∈
Wp(·). Let M ∈ (n

2 [sw − 1
2 ], ∞) ∩ N and let ϵ ∈ (nsw, ∞). Then there exists a positive constant C

such that, for any f ∈ H̃p(·),M,ϵ
L,w (Rn),

∥ f ∥
Hp(·)

L,w (Rn)
≤ C∥ f ∥

H̃p(·),M,ϵ
L,w (Rn)

.

Proof. Let f ∈ H̃p(·),M,ϵ
L,w (Rn). Then by definition, we know that there exists {λj}j∈N ⊂ C and

a family {mj}j∈N of (p(·), w, M, ϵ)L molecules associated with balls {Bj}j∈N of Rn, such that
f = ∑∞

j=1 λjmj in L2(Rn) and

∥ f ∥
Hp(·),M,ϵ

L,w (Rn)
∼ Λ

(
{λj}j∈N,{Bj}j∈N

)
. (3.2.12)

Since the operator SL is bounded on L2(Rn), we find that∥∥∥∥∥SL( f )− SL

( N

∑
j=1

λjmj

)∥∥∥∥∥
L2(Rn)

→
N→∞

0.
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Hence, there exists a subsequence
{

SL

(
∑Nk

j=1 λjmj

)}
k∈N

such that, for almost every x ∈ Rn

lim
k→∞

SL

( Nk

∑
j=1

λjmj

)
(x) = SL( f )(x).

Thus, for almost every x ∈ Rn, we have

SL( f )(x) ≤
∞

∑
j=1

|λj|SL(mj)(x)

=
∞

∑
j=1

∞

∑
i=0

|λj|SL(mj)(x)χUi(Bj)
(x),

where, for each j ∈ N and i ∈ Z+,

Uj(B) := B(xB, 2jrB)\B(xB, 2j−1rB).

Thus

∥SL( f )∥θ

Lp(·)
w (Rn)

= ∥
[
SL( f )

]θ∥
Lp(·)/θ

wθ (Rn)
(3.2.13)

≤
∞

∑
i=0

∥∥∥∥∥ ∞

∑
j=1

|λj|θ
[
SL(mj)χUi(Bj)

]θ
∥∥∥∥∥

Lp(·)/θ

wθ (Rn)

=
∞

∑
i=0

∥∥∥∥∥
[

∞

∑
j=1

|λj|θ
[
SL(mj)χUi(Bj)

]θ
]1/θ∥∥∥∥∥

θ

Lp(·)
w (Rn)

.

By virtue of Lemma 3.2.10, we find that, for any j ∈ N and i ∈ Z+,

∥∥2iσ∥χBj∥Lp(·)
w (Rn)

SL(mj)χUi(Bj)

∥∥
L2(Rn)

≲ |2iBj|1/2, (3.2.14)

where σ ∈ (nsw, ∞). According to above estimate, we apply Lemma 3.1.5, to conclude that

∥∥∥∥∥
{ ∞

∑
j=1

|λj|θ
[
SL(mj)χUi(Bj)

]θ
}1/θ

∥∥∥∥∥
Lp(·)

w (Rn)

≲

∥∥∥∥∥{ ∞

∑
j=1

[
2−iσ∥χBj∥

−1
Lp(·)

w (Rn)
|λj|χ2iBj

]θ}1/θ
∥∥∥∥∥

Lp(·)
w (Rn)

.
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From the fact that
χ2iBj

(x) ≤ 2inM(χBj)(x),

we deduce that

∥∥∥∥∥
{ ∞

∑
j=1

|λj|θ
[
SL(mj)χUi(Bj)

]θ
}1/θ

∥∥∥∥∥
Lp(·)

w (Rn)

≲

∥∥∥∥∥{ ∞

∑
j=1

[
2−iσ∥χBj∥

−1
Lp(·)

w (Rn)
|λj|2inM(χBj)

]θ}1/θ
∥∥∥∥∥

Lp(·)
w (Rn)

.

Combining Remark 1.2.8 and Theorem 1.2.10, we find out, for r ∈ (0, s−1
w )∥∥∥∥∥

{ ∞

∑
j=1

|λj|θ
[
SL(mj)χUi(Bj)

]θ
}1/θ

∥∥∥∥∥
Lp(·)

w (Rn)

≲

∥∥∥∥∥
{

∞

∑
j=1

[
(2−iσ)r(2in)r∥χBj∥

−r
Lp(·)

w (Rn)
|λj|r M(χBj)

]θ/r
}1/θ∥∥∥∥∥

Lp(·)
w (Rn)

≲ 2−i(σ− n
r )

∥∥∥∥∥
{

∞

∑
j=1

[
M
( |λj|r

∥χBj∥r
Lp(·)

w (Rn)

χBj

)]θ/r
}r/θ∥∥∥∥∥

1/r

Lp(·)/r
wr (Rn)

≲ 2−i(σ− n
r )

∥∥∥∥∥{ ∞

∑
j=1

[ |λj|r

∥χBj∥r
Lp(·)

w (Rn)

χBj

]θ/r}r/θ
∥∥∥∥∥

1/r

Lp(·)/r
wr (Rn)

≲ 2−i(σ− n
r )

∥∥∥∥∥{ ∞

∑
j=1

[ |λj|
∥χBj∥Lp(·)

w (Rn)

χBj

]θ}1/θ
∥∥∥∥∥

Lp(·)
w (Rn)

≲ 2−i(σ− n
r )Λ
(
{λj}j∈N,{Bj}j∈N

)
∼ 2−i(σ− n

r )∥ f ∥
Hp(·),M,ϵ

L,w (Rn)
.

From the above inequality, (3.2.12) and (3.2.13), we infer that, for any f ∈ H̃p(·),M,ϵ
L,w (Rn),

∥ f ∥
Hp(·)

L,w (Rn)
= ∥SL( f )∥

Lp(·)
w (Rn)

≲
{ ∞

∑
i=0

2−i(σ− n
r )

}1/θ

∥ f ∥
Hp(·),M,ϵ

L,w (Rn)

∼ ∥ f ∥
Hp(·),M,ϵ

L,w (Rn)
,

which is the desired result.
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The following proposition shows that
[

Hp(·)
L,w (Rn)∩ L2(Rn)

]
is a subset of H̃p(·),M,ϵ

L,w (Rn).

Proposition 3.2.16. Let L be an operator satisfying Assumption (A) and (B). Let p(·)∈P(Rn), w∈
Wp(·). Let M ∈ N and let ϵ ∈ (0, ∞). Then for any f ∈

[
Hp(·)

L,w (Rn) ∩ L2(Rn)
]
, there exists

{λj}j∈N ⊂ C and a family {mj}j∈N of (p(·), w, M, ϵ)L molecules, associated with balls {Bj}j∈N of
Rn, such that f = ∑∞

j=1 λjmj in L2(Rn),

Λ
(
{λj}j∈N,{Bj}j∈N

)
≤ C∥ f ∥

Hp(·)
L,w (Rn)

.

Proof. Let f ∈ Hp(·)
L,w (Rn) ∩ L2(Rn) and let,

F(x, t) := t2Le−t2L f (x), for all(x, t) ∈ Rn+1
+ .

Then F ∈ Tp(·)
w (Rn) ∩ L2(Rn). Hence, by Theorem 3.2.3 there exists (p(·), w, ∞)−atoms

{aj}j∈N associated with the balls {Bj}j∈N respectively and numbers {λj}j∈N ⊂ C such that
for almost (x, t) ∈ Rn+1

+ ,

F(x, t) = ∑
j∈N

λjaj(x, t), in Tp(·)
w (Rn) ∩ L2(Rn).

By the H∞−calculi of L, we know that

f = CM

� ∞

0
(t2L)M+1e−t2L(t2Le−t2L( f )

)dt
t
= πM,L(F), in L2(Rn),

where CM
� ∞

0 t2(M+2)e−t2 dt
t = 1. The fact that πM,L is bounded from T2(Rn+1

+ ) to L2(Rn), it
follows that

f = CM × πM,L

(
∑

j∈N

λjaj

)
= CM

(
∑

j∈N

λjπM,L(aj)
)

, in L2(Rn).

From Lemma 3.2.11 we know that mj = πM,L(aj) is a multiple of a (p(·), w, M, ϵ)L molecule
adopted to Bj, which implies the desired result.

Proof of Theorem 3.2.14. From the Proposition 3.2.15, Proposition 3.2.16 and a density argu-
ment we have, for M ∈ (n

2 [sw − 1
2 ], ∞) ∩ N and each ϵ ∈ (nsw, ∞), then[

Hp(·)
L,w (Rn) ∩ L2(Rn)

]
= H̃p(·),M,ϵ

L,w (Rn).
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with equivalent quasi-norm.

3.3 Dual space

In this section, we study the duality of Hp(·)
L,w (Rn). Here and hereafter, we denote by L∗ the

adjoint operator of L in L2(Rn). Let us first recall some basic notions and definitions.

Definition 3.3.1. Let p(·) ∈ P(Rn) and w : Rn → (0, ∞) be a Lebesgue measurable function.
Let L be an operator satisfying Assumption (A) and Assumption (B). Then for any M ∈ N

and ϵ ∈ (0, ∞) define

Mp(·),M,ϵ
L,w (Rn) :=

{
f = LM(g) ∈ L2(Rn) : g ∈ D(LM),∥ f ∥

Mp(·),M,ϵ
L,w (Rn)

< ∞
}

,

where D(LM) denote the domain of the operator LM and

∥ f ∥
Mp(·),M,ϵ

L,w (Rn)
:= sup

j∈Z+

{
2j(ϵ− n

2 )∥χB(0,1)∥Lp(·)
w (Rn)

M

∑
k=0

∥L−k( f )∥L2(Uj(B(0,1))

}
. (3.3.1)

The dual space of Mp(·),M,ϵ
L,w (Rn) is defined as the set of all the bounded linear function-

als on Mp(·),M,ϵ
L,w (Rn), and denoted

[
Mp(·),M,ϵ

L,w (Rn)
]∗

. Then for for any f ∈
[

Mp(·),M,ϵ
L,w (Rn)

]∗
and g ∈ Mp(·),M,ϵ

L, (Rn), the duality between
[

Mp(·),M,ϵ
L,w (Rn)

]∗
and Mp(·),M,ϵ

L,w (Rn) denoted by

⟨ f , g⟩M. Let Mp(·),M,∗
L,w (Rn) = ∩ϵ∈(0,∞)

[
Mp(·),M,ϵ

L,w (Rn)
]∗

.

Definition 3.3.2. Let p(·) ∈ P(Rn) and w : Rn → (0, ∞) be a Lebesgue measurable function.
Let M ∈ N and L be an operator satisfying Assumption (A) and Assumption (B). We say
that an element f ∈ Mp(·),M,∗

L,w (Rn) is in BMOp(·),M
L∗ ,w (Rn) if

∥ f ∥
BMOp(·),M

L∗ ,w (Rn)
:= sup

B⊂Rn

|B|1/2

∥χ∥
Lp(·)

w

[�
B

∣∣∣∣∣(I − er2
BL)M( f )(x)

∣∣∣∣∣
2

dx

]1/2

< ∞,

where the supremum is taken over all balls of Rn.

The following result can be seen as an extention of [92, Proposition 4.3] to the weighted
Mp(·),M,ϵ

L,w (Rn).
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Proposition 3.3.3. Let p(·) ∈ P(Rn) and w ∈ Wp(·). Let M ∈ N and ϵ ∈ (0, ∞).

If f ∈ Mp(·),M,ϵ
L,w (Rn). Then f is a harmless positive constant multiple of a (p(·), w, M, ϵ)L molecule

associated with ball B(0,1). Conversely, if m is a (p(·), w, M, ϵ)L molecule associated with ball
B ⊂ Rn, then m ∈ Mp(·),M,ϵ

L,w (Rn).

The following three estimates play an important roles in the proof of our main results in
this section. The proof of next lemma can be done with similar arguments of [92, Lemma 9].

Lemma 3.3.4. Let p(·) ∈ P(Rn), w ∈ Wp(·) and M ∈ N. Then f ∈ BMOp(·),M
L,w (Rn) is equivalent

to that

∥ f ∥
BMOp(·),M,res

L,w (Rn)
:= sup

B⊂Rn

|B|1/2

∥χB∥Lp(·)
w (Rn)

[�
B

∣∣∣(I − (I + r2
BL)−1)M

( f )(x)
∣∣∣2dx

]1/2

< ∞,

where the supremum is taken over all balls of Rn. Moreover, there exists a positive constant C such
that, for any f ∈ BMOp(·),M

L,w (Rn), we have

C−1∥ f ∥
BMOp(·),M

L,w (Rn)
≤ ∥ f ∥

BMOp(·),M,res
L,w (Rn)

≤ C∥ f ∥
BMOp(·),M

L,w (Rn)
.

The next lemma play a key role in the proof of the main results of this section, for more
details we refer the reader to [92, Lemma 4.5.].

Lemma 3.3.5. Let p(·)∈P(Rn) and w ∈Wp(·). Let ϵ, ϵ̃ ∈ (0, ∞) and M ∈N and M̃ > M+ ϵ̃+ n
4 .

Suppose that f ∈ Mp(·),M,∗
L,w (Rn) satisfies

�
Rn

∣∣∣∣[I − (I + L∗)−1]M
( f )(x)

∣∣∣∣2
1 + |x|n+ϵ̃

dx < ∞. (3.3.2)

Then, for any (p(·), w, M̃, ϵ)L molecule m, it hold true that,

⟨ f , m⟩M = CM

� �
Rn+1

+

(t2L∗)Me−t2L∗
( f )(x)t2Le−t2L(m)(x)

dxdt
t

,

where CM is a positive constant, depending on M, which satisfies CM
� ∞

0 tM+1e2t2 dt
t = 1.

The proof of the following lemma is similar to that of [41, Lemma 8.3] and [92, Lemma
4.7.].
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Lemma 3.3.6. Let p(·) ∈ P(Rn) and w ∈ Wp(·) and M ∈ N. Then there exists a positive constant

C such that, for any f ∈ BMOp(·),M
L,w (Rn),

sup
B⊂Rn

|B|1/2

∥χB∥Lp(·)
w

(Rn)

[� �
B̂

∣∣∣(t2L)Me−t2L( f )(x)
∣∣∣2 dxdt

t

]1/2

< ∥ f ∥
BMOp(·),M

L,w (Rn)
,

where the supremum is taken over all balls of Rn.

Proposition 3.3.7. Let p(·) ∈ P(Rn) and w ∈ Wp(·). For any ϵ̃ ∈ (2nsw, ∞), M ∈ N and f ∈
BMOp(·),M

L∗ ,w (Rn). Then f satisfies (3.3.2).

Proof. Let f ∈ BMOp(·),M
L∗ ,w (Rn), then by Lemma 3.3.4, we have

sup
B⊂Rn

|B|1/2

∥χB∥Lp(·)
w (Rn)

[�
B

∣∣∣∣[I − (I + r2
BL∗)−1]M

( f )(x)
∣∣∣∣2dx

]1/2

< ∞.

We write

J =
�

Rn

∣∣[I − (I + L∗)−1]M( f )(x)
∣∣2

1 + |x|n+ϵ̃
dx

=
∞

∑
j=0

�
Uj(B(0,1))

∣∣[I − (I + L∗)−1]M( f )(x)
∣∣2

1 + |x|n+ϵ̃
dx

≤
∞

∑
j=0

2−j(n+ϵ̃)
�

Uj(B(0,1))

∣∣∣∣[I − (I + L∗)−1]M
( f )(x)

∣∣∣∣2dx.

For any j ∈ Z+, choose k j ∈ Z such that C̃δkj ≤ 2j < C̃δkj−1. Let

Mj := {β ∈ Ik0 : Qβ,k0 ∩ B(0, C̃δkj−1)} ̸= ∅.

By Lemma 3.1.1(1), we find for any j ∈ Z+

Uj(B(0,1)) ⊂ B
(
0, C̃δkj−1) ⊂ ∪β∈Mj Qβ,k0 .

Moreover, by (4),(5) of Lemma 3.1.1 and the fact that C̃δk0 ≤ 1, we know that, for any
β ∈ Mj, there exists some zβ,k0 ∈ Qβ,k0 such that,

B
(
zβ,k0 ; a0δk0

)
⊂ Qβ,k0 ⊂ B

(
zβ,k0 ; C̃δk0

)
⊂ B(zβ,k0 , 1).
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From Lemma 3.3.4, we infer that

J ≲
∞

∑
j=0

2−j(n+ϵ̃)

{
∑

β∈Mj

�
B(zβ,k0

,1))

∣∣∣∣[I − (I + L∗)−1]M
( f )(x)

∣∣∣∣2dx

}

≲
∞

∑
j=0

2−j(n+ϵ̃)

{
∑

β∈Mj

∥χB(zβ,k0
,1)∥2

Lp(·)
w

|B(zβ,k0 , 1)|−1

}
∥ f ∥2

BMOp(·),M
L∗ ,w (Rn)

.

According to Lemma 3.1.1(4) with k = k0, we conclude that,

B(zβ,k0 , 1) ⊂ B(0,1 + 1 + C̃δkj−1) ⊂ B(0,3C̃δkj−1) ⊂ B(0,3δ−12j).

The fact that, for any r ∈ (0, s−1
w ), χB(0,3δ−12j) ≲ 2j n

r
[
M(χχB(0,1))

]1/r and Theorem 1.2.10, im-
plies that

∥χB(zβ,k0
,1)∥Lp(·)

w (Rn)
≲ ∥χB(0,3δ−12j)∥Lp(·)

w (Rn)

≲ 2j n
r
∥∥[M(χB(0,1))

]1/r∥∥
Lp(·)

w (Rn)

≲ 2j n
r ∥M(χB(0,1))∥1/r

Lp(·)/r
wr (Rn)

≲ 2j n
r ∥χB(0,1)∥1/r

Lp(·)/r
wr (Rn)

≲ 2j n
r ∥χB(0,1)∥Lp(·)

w (Rn)
.

On the other hand, from (3.1.1), we have,

|B(zβ,k0 , 1)|−1 ≲ 2jn|B(0,1)|−1.

Since ϵ̃ ∈ (2nsw, ∞), it follows that there exists r ∈ (0, s−1
w ) such that ϵ̃ ∈ (2n

r , ∞), we obtain

J ≲
∞

∑
j=0

2−j(n+ϵ̃)

{
∑

β∈Mj

2j n
r ∥χB(0,1)∥2

Lp(·)
w

2jn|B(0,1)|−1

}
∥ f ∥2

BMOp(·),M
L∗ ,w (Rn)

≲
∞

∑
j=0

2−j(ϵ̃− 2n
r )∥ f ∥2

BMOp(·),M
L∗ ,w (Rn)

∥χB(0,1)∥2
Lp(·)

w
|B(0,1)|−1

∼ ∥ f ∥2
BMOp(·),M

L∗ ,w (Rn)
∥χB(0,1)∥2

Lp(·)
w

|B(0,1)|−1 < ∞.
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Hence f satisfies (3.3.2).

In the following result, we prove the duality of the space Hp(·)
L∗ ,w(R

n).

Theorem 3.3.8. Let p(·) ∈ P(Rn) and w ∈ Wp(·). Let M ∈ (n
2 [sw − 1

2 ], ∞)∩N and ϵ ∈ (nsw, ∞)

and M̃ > M + 2nsw + n
4 . Then, we have,

[
Hp(·)

L,w (Rn)
]∗

= BMOp(·),M
L∗ ,w (Rn),

with equivalent norms. More precisely,

(i) Let g ∈
[

Hp(·)
L,w (Rn)

]∗
. Then g ∈ BMOp(·),M

L∗ ,w (Rn), for any f ∈ Hp(·),M,ϵ
L,w, f in (Rn), it hold true

g( f ) = ⟨g, f ⟩M and

∥g∥
BMOp(·),M

L∗ ,w (Rn)
≤ C∥g∥[

Hp(·)
L,w (Rn)

]∗ .

(ii) Conversely, let g ∈ BMOp(·),M
L∗ ,w (Rn). Then, for any f ∈ Hp(·),M̃,ϵ

L,w, f in (Rn), the linear functional

ℓg defined by ℓg( f ) = ⟨g, f ⟩M, has a unique bounded extension to Hp(·)
L,w (Rn) and there exists

a positive C such that, for any g ∈ BMOp(·),M
L∗ ,w (Rn)

∥ℓg∥[Hp(·)
L,w (Rn)

]∗ ≤ C∥g∥
BMOp(·),M

L∗ ,w (Rn)
.

Proof. We first show (i). Let g ∈
[

Hp(·)
L,w (Rn)

]∗
. Then, for any f ∈ Hp(·)

L,w (Rn), we have

|g( f )| ≤ ∥g∥[
Hp(·)

L,w (Rn)
]∗∥ f ∥

Hp(·)
L,w (Rn)

,

we know that, for any (p(·), w, M, ϵ)L molecule m,

∥m∥
Hp(·)

L,w (Rn)
≲ 1,

thus
|g(m)| ≤ ∥g∥[

Hp(·)
L,w (Rn)

]∗ . (3.3.3)

On the other hand, by Proposition 3.3.3, we find that for any h ∈ Mp(·),M,ϵ
L,w (Rn) with
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∥h∥
Mp(·),M,ϵ

L,w (Rn)
= 1, where h is harmless positive constant multiple of a (p(·), w, M, ϵ)L

molecule associated with the ball B(0,1). From (3.3.3), we find that for any ϵ ∈ (0, ∞), g ∈[
Mp(·),M,ϵ

L,w (Rn)
]∗

. Hence, g ∈ Mp(·),M,∗
L,w (Rn) and for any h ∈ Mp(·),M,ϵ

L,w (Rn),

⟨g, h⟩M = g(h).

Next we show that
∥g∥

BMOp(·),M
L∗ ,w (Rn)

≤ C∥g∥[
Hp(·)

L,w (Rn)
]∗ .

We take a ball B ⊂ Rn, h ∈ L2(B) with ∥h∥L2(B) = 1. Following the argument used in [94], we

know that |B|1/2

∥χ∥
Lp(·)

w
(Rn)

(
I − er2

BL)M
(h) is a harmless positive constant multiple of a (p(·), w, M, ϵ)L

molecule. Therefore,

∣∣ |B|1/2

∥χ∥
Lp(·)

w
(Rn)

�
B

(
I − er2

BL∗)M
(g)(x)h(x)dx

∣∣ =
∣∣⟨g,

|B|1/2

∥χ∥
Lp(·)

w
(Rn)

(
I − rr2

BL)M
(h)⟩M

∣∣
≲ ∥g∥[

Hp(·)
L,w (Rn)

]∗ ,

which implies that, for any ball B ⊂ Rn

|B|1/2

∥χ∥
Lp(·)

w (Rn)

{�
B

∣∣(I − er2
BL∗

)M(g)(x)
∣∣2dx

}1/2

≲ ∥g∥[
Hp(·)

L,w (Rn)
]∗ .

Hence we get the desired result. Now we turn to prove (ii). Let g ∈ BMOp(·),M
L∗ ,w (Rn). For

f ∈ Hp(·),M̃,ϵ
L,w, f in (Rn), we define

ℓg( f ) :=
�

Rn
f (x)g(x)dx.

Since f ∈ Hp(·),M̃,ϵ
L,w, f in (Rn) ⊂ Hp(·)

L,w (Rn), we have that t2Le−t2L f ∈ Tp(·)
w (Rn+1

+ ). Then by The-

orem 3.2.3, we can assume that t2Le−t2L f = ∑j∈N λjaj, where {aj}j∈N is a sequence of
(p(·), w, ∞)−atoms supported of {Bj}j∈N. By Proposition 3.3.7 we know that g satisfies
inequality (3.3.2) for ϵ̃ > 2nsw. Thus, it follows from Lemma 3.3.5, the Hölder inequality
and Lemma 3.3.6,
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ℓg( f ) =

∣∣∣∣∣CM

� �
Rn+1

+

(t2L∗)Me−t2L∗
(g)(x)t2Le−t2L( f )(x)

dxdt
t

∣∣∣∣∣
≲

∞

∑
j=1

|λj|
� �

Rn+1
+

∣∣(t2L∗)Me−t2L∗
(g)(x)

∣∣∣∣aj(x, t)
∣∣dxdt

t

≲
∞

∑
j=1

|λj|
[� �

B̂j

∣∣(t2L∗)Me−t2L∗
(g)(x)

∣∣2 dxdt
t

]1/2[� �
B̂j

∣∣aj(x, t)
∣∣2 dxdt

t

]1/2

≲
∞

∑
j=1

|λj|∥g∥
BMOp(·),M

L∗ ,w (Rn)

≲ Λ
(
{λj}j∈N,{Bj}j∈N

)
∥g∥

BMOp(·),M
L∗ ,w (Rn)

≲ ∥ f ∥
Hp(·)

L,w (Rn)
∥g∥

BMOp(·),M
L∗ ,w (Rn)

.

Hence, the proof of Theorem 3.3.8 is achieved.
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CHAPTER 4

WEIGHTED HARDY-LORENTZ SPACES
WITH VARIABLE EXPONENTS

In this chapter, we are interested essentially with the weighted Hardy-Lorentz spaces with
variable exponents. First, we define the variable weighted Lorentz spaces, and we prove
the boundedness of the maximal operator on Lp(·),q

w (Rn) for 1 < p− ≤ p+ < ∞ and w ∈
Wp(·)(R

n), then we introduce the weighted Hardy-Lorentz spaces with variable exponent
and we establish its atomic decomposition.

4.1 Preparation and helpful results

For N ∈ N, let

FN(R
n) :=

{
ψ ∈ S(Rn) : ∑

β∈Zn
+ ,|β|≤N

sup
x∈Rn

[(1 + |x|)N|Dβψ(x)|] ≤ 1
}

, (4.1.1)

where, for any β := (β1, ..., βn) ∈ Zn
+, |β| = β1 + ... + βn and Dβ := ( ∂

∂x1
)β1 ...( ∂

∂xn
)βn .

For all f ∈ S ′(Rn), define radial grand maximal function f ∗N,+ of f by

f ∗N,+ := sup{| f ∗ ψt(x)| : t ∈ (0, ∞) and ψ ∈ FN(R
n)}, (4.1.2)

where, for all t ∈ (0, ∞) and ξ ∈ Rn, ψt := t−nψ(ξ/t).
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Definition 4.1.1. Let p(·) ∈ Clog(Rn) and N ∈ ( n
p− + n + 1, ∞) be a positive integer. The

weighted Hardy-Lorentz space Hp(·),q
w (Rn) is defined to be the set of all f ∈ S ′(Rn) such

that f ∗N,+ ∈ Lp(·),q
w (Rn), equipped with the quasi-norm

∥ f ∥
Hp(·),q

w (Rn)
= ∥ f ∗N,+∥Lp(·),q

w (Rn)
. (4.1.3)

Next, we introduce the definition of the atomic weighted Hardy-Lorentz space, and the
(p(·), r, s)-atom is given in the following definition.

Definition 4.1.2. Let p(·) ∈ P(Rn) and r > 1. Fix an integer dw = n(sw − 1). A measurable
function a on Rn is called a (p(·), r, s)-atom if there exists a ball B such that

(1) supp a ⊂ B;

(2) ∥a∥Lr
w(Rn) ≤

|B|1/r

∥χB∥
Lp(·)

w (Rn)

;

(3) there exist s ≥ dw such that
�

Rn a(x)xαdx = 0 for all α ∈ Z+ with |α| ≤ s.

Let p(·) ∈ P(Rn), {λk,j}k∈Z,j∈N be a sequence of numbers in C and {Bk,j}k∈Z,j∈N be a
sequence of balls in Rn. Define

A({λk,j}k∈Z,j∈N,{Bk,j}k∈Z,j∈N) :=
(

∑
k∈Z

∥∥∥∥{ ∑
j∈N

[ |λk,j|χBk,j

∥χBk,j∥Lp(·)(Rn)

]θ} 1
θ
∥∥∥∥q

Lp(·)
w (Rn)

) 1
q

, (4.1.4)

here and hereafter θ ∈ (0, s−1
w ).

Definition 4.1.3. Let p(·) ∈P(Rn), r ∈ (1, ∞] and s as in Definition 4.1.2. The weighted vari-
able atomic Hardy-Lorentz space Hp(·),q

w,atom,r,s(R
n) is defined to be the space of all functions

f ∈ S ′(Rn) which can be decomposed as

f = ∑
k∈Z

∑
j∈N

λk,jak,j in S ′(Rn), (4.1.5)

where {ak,j}k∈Z,j∈N is a sequence of (p(·), r, s)-atoms, associated with balls {Bk,j}k∈Z,j∈N,
satisfying that, for all x ∈ Rn and k ∈ Z, ∑j∈N χBk,j(x) ≤ Â with Â being a positive constant
independent of x and k, and for all k ∈ Z and j ∈ N, λk,j = C2k∥χBk,j∥Lp(·)

w (Rn)
with C being a

positive constant independent of k and j. Moreover, for any f ∈ Hp(·),q
w,atom,r,s(R

n), we define

∥ f ∥
Hp(·),q

w,atom,r,s(R
n)

:= infA({λk,j}k∈Z,j∈N,{Bk,j}k∈Z,j∈N), (4.1.6)
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where the infimum is taken over all the decompositions of f as (4.1.5).

Now, we give a characterization for the weighted variable Hardy-Lorentz spaces via the
radial or non-tangential maximal functions.

Definition 4.1.4. Let ψ ∈ S(Rn) such that
�

Rn ψ(x)dx ̸= 0. Let f ∈ S ′(Rn). The radial maxi-
mal function of f associated to the function ψ is defined by setting, for all x ∈ Rn,

ψ∗
+( f )(x) := sup

t∈(0,∞)

| f ⋆ ψt(x)|,

and for any a ∈ (0, ∞), the non-tangential maximal function of f ∈ S ′(Rn) associated to ψ

is defined by setting, for all x ∈ Rn,

ψ∗
∇,a( f )(x) := sup

t∈(0,∞)

| f ⋆ ψt(x)|.

When a = 1, we use the notation ψ∗
∇( f )(x) instead of ψ∗

∇,a( f )(x). For any N ∈ N and
0 < a < ∞, the non-tangential grand maximal function of f ∈ S ′(Rn) is defined by setting,
for all x ∈ Rn,

f ∗N,∇,a(x) := sup
ψ∈FN

sup
t∈(0,∞),|y−x|<at

| f ⋆ ψt(y)|.

When a = 1, we use the notation f ∗N,∇ instead of f ∗N,∇,a. A distribution f ∈ S ′(Rn) is called
a bounded distribution if, for all ϕ ∈ S(Rn), f ⋆ ϕ ∈ L∞(Rn). For a bounded distribution f ,
its the non-tangential maximal function, with respect to Poisson kernels {Pt}t>0, is defined
by setting for all x ∈ Rn,

N ( f )(x) := sup
t∈(0,∞),|y−x|<t

| f ⋆ Pt(y)|,

where, for all x ∈ Rn, and t ∈ (0, ∞),

Pt(y) :=
Γ(n+1

2 )

π
n+1

2

t

(t2 + |x|2) n+1
2

,

where Γ denotes the Gamma function.

For s ∈ Z, let Ps(Rn) be the set of all polynomials having degree at most s. Denote by
Q the set of all cubes whose edges are parallel to the coordinate axis. For locally function
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integrable function f , a cubes Q ∈ Q and a nonnegative integer s, there exists a unique
polynomial P such that for any polynomial R ∈ Ps(Rn),

�
Q

(
f (x)− P(x)

)
R(x)dx = 0.

Denote this unique polynomial P by Ps
Q f . For p(·) ∈ P , the space BMOw,p(·),1(R

n) is
defined as

BMOw,p(·),1(R
n) :=

{
f ∈ L1

loc(R
n) : ∥ f ∥BMOw,p(·),1(Rn) < ∞

}
,

where
∥ f ∥BMOp(·),1(Rn) := sup

Q∈Q

1
∥χQ∥Lp(·)

w (Rn)

�
Q

∣∣ f (x)− Ps
Q f (x)

∣∣dx.

The following lemma is a slight variant of [101, Lemma 2.8].

Lemma 4.1.5. Let p ∈ P(Rn), If f ∈ S(Rn) then f ∈ BMOw,p(·),1.

The next lemma is the Calderón formula, we refer to the reference [10, p.219].

Lemma 4.1.6. Let ψ ∈ S(Rn) be such that suppψ ⊂ B(0,1) and let
�

Rn ψ(x)dx = 0. Then, there
exists a function ψ ∈ S(Rn) such that its Fourier transform ϕ̂ has a compact support away from the
origin and, for all x ∈ Rn \ {0}.

� ∞

0
ψ̂(tx)ϕ̂(tx)

dt
t
= 1.

We finish this section by the following useful lemma.

Lemma 4.1.7. Let (i, j) ∈ Z × N and Bij := Bij(xij, rij) for some xij ∈ Rn and rij ∈ (0, ∞). Then,
for any x ∈ (2Bij)

∁, we have

(aij)
∗(x)≲

[
M(χBij(x)

] n+dw+1
n

∥χBij∥Lp(·)
w (Rn)

. (4.1.7)

Proof. Let ϕ ∈ FN. Combining the vanishing moment condition of aij, the Taylor remainder
theorem and the Hölder inequality together, we find out, for i ∈ Z ∩ [i0, ∞), j ∈ N and t ∈
(0, ∞),
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|aij ⋆ ϕt(x)| =
∣∣∣∣∣
�

Bij

aij(y)
[
ϕ
(x − y

t
)
− ∑

|β|≤s

Dβϕ(
x−xij

t )

β!
(xij − y

t
)β dt

tn

∣∣∣∣∣
≲
�

Bij

|aij(y)|
|y − xij|dw+1

|x − xij|n+dw+1 dy

≲
rdw+1

ij

|x − xij|n+dw+1

(�
Bij

|aij(y)|qdy

)1/q(�
Bij

dy

)1/q′

≲ ∥χBij∥
−1
Lp(·)

w (Rn)

( rij

|x − xij|

)n+dw+1
.

Hence, for any x ∈ (2Bij)
∁,

(aij) ∗ (x)≲ ∥χBij∥
−1
Lp(·)

w (Rn)

( rij

|x − xij|

)n+dw+1

≲

[
M(χBij(x)

] n+dw+1
n

∥χBij∥Lp(·)
w (Rn)

.

4.2 The Hardy-Littlewood maximal Operator on the variable

weighted Lorentz spaces

The interpolation theorem is crucial in the proof of the boundedness of the Hardy-Littlewood
maximal operator on the weighted Lorentz spaces with variable exponents.

Theorem 4.2.1. Let p(·) ∈ P(Rn), let p1 ∈ (0,1) and p2 ∈ (1, ∞) and q ∈ (0, ∞]. Assume that
T is a sublinear operator defined on Lp1 p(·)(Rn) + Lp2 p(·)(Rn) satisfying that there exist a positive

constants C1 and C2 such that, for all i = 1,2, f ∈ Lpi p(·)
wi (Rn), with wi(x) = w

1
pi (x) and λ ∈ (0, ∞),

λ∥χ{x∈Rn :|T( f )>λ|}∥L
pi p(·)
wi(R

n)
≤ Ci∥ f ∥

L
pi p(·)
wi(R

n)
. (4.2.1)

Then the operator T is bounded on Lp(·),q
w (Rn), moreover, there exists a positive constant C

depending only on p(·) and q such that, for all f inLp(·),q
w (Rn),
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∥T f ∥
Lp(·),q

w (Rn)
≤ C∥ f ∥

Lp(·),q
w (Rn)

.

Proof. Let f ∈p(·),q
w (Rn), combining Lemma 1.3.5, Lemma 1.3.6 and (4.2.1) together, we con-

clude that

∥T f ∥q

Lp(·),q
w (Rn)

≈ ∑
k∈Z

2kq∥χ{x∈Rn :|T f (x)|>2k}∥
q

Lp(·)
w (Rn)

≲ ∑
k∈Z

2kq∥χ{x∈Rn :|T fk,1(x)|>2k}∥
q

Lp(·)
w (Rn)

+ ∑
k∈Z

2kq∥χ{x∈Rn :|T fk,1(x)|>2k}∥
q

Lp(·)
w (Rn)

= ∑
k∈Z

2kq∥χ{x∈Rn :|T fk,1(x)|>2k}∥
p1q

L
p1 p(·)
w1/p1

(Rn)
+ ∑

k∈Z

2kq∥χ{x∈Rn :|T fk,1(x)|>2k}∥
p2q

Lp2 p(·)
w1/p2

(Rn)

≲ ∑
k∈Z

2kq(1−p1)∥ fk,1∥
p1q

L
p1 p(·)
w1/p1

(Rn)
+ ∑

k∈Z

2kq(1−p2)∥ fk,2∥
p2q

Lp2 p(·)
w1/p2

(Rn)

:= A1 + A2,

where fk,1 := f χ{x∈Rn :| f (x)|>2k} and fk,2 := f χ{x∈Rn :| f (x)|≤2k}.
For the first term A1, we have

A1 = ∑
k∈Z

2kq(1−p1)∥ f χ{x∈Rn :| f (x)|>2k}∥
p1q

L
p1 p(·)
w1/p1

(Rn)

= ∑
k∈Z

2kq(1−p1)
∥∥∥ f

∞

∑
j=k

χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥∥p1q

L
p1 p(·)
w1/p1

(Rn)

≲ ∑
k∈Z

2kq(1−p1)
∥∥∥ ∞

∑
j=k

2jp1χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥∥q

Lp(·)
w (Rn)

.

From Remark 1.2.9, we infer that

A1 ≲ ∑
k∈Z

2kq(1−p1)

(∥∥∥ ∞

∑
j=k

2jp1χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥∥p

Lp(·)
w (Rn)

)q/p

.

Since q ∈ (0, ∞), then we will estimate the term A1 in two cases.
First case. When q ∈ (0, p]. We have,
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A1 ≲ ∑
k∈Z

2kq(1−p1)
∞

∑
j=k

2jp1q∥∥χ{x∈Rn :2j<| f (x)|≤2j+1}
∥∥q

Lp(·)
w (Rn)

= ∑
j∈Z

2jp1q∥∥χ{x∈Rn :2j<| f (x)|≤2j+1}
∥∥q

Lp(·)
w (Rn)

( j

∑
k=−∞

2kq(1−p1)

)
≲ ∑

j∈Z

2jq∥∥χ{x∈Rn :| f (x)|>2j}
∥∥q

Lp(·)
w (Rn)

≈ ∥ f ∥q

Lp(·),q
w (Rn)

.

Second case. When q ∈ (p, ∞), take ε1 ∈ (p1, 1). In view of the Hölder inequality, we find
out

A1 ≲ ∑
k∈Z

2kq(1−p1)

(
∞

∑
j=k

2jp(p1−ε1)2jpε1
∥∥χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥p

Lp(·)
w (Rn)

) q
p

A1 ≲ 2kq(1−p1)

{( ∞

∑
j=k

2jp(p1−ε1)(q/q−p))(q−p)/q
( ∞

∑
j=k

2jqε1
∥∥χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥q

Lp(·)
w (Rn)

)p/q
}q/p

≲ ∑
k∈Z

2kq(1−p1)2kq(p1−ε1)
∞

∑
j=k

2jqε1
∥∥χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥q

Lp(·)
w (Rn)

.

Since ε < 1. Then, we obtain

A1 ≲
∞

∑
j=k

2jqε1
∥∥χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥q

Lp(·)
w (Rn)

j

∑
k=−∞

2kq(1−ε1)

≲ ∑
j∈Z

2jq∥∥χ{x∈Rn :| f (x)|>2j}
∥∥q

Lp(·)
w (Rn)

≈ ∥ f ∥q

Lp(·),q
w (Rn)

.

The estimate of the term A2 is analogous to the first term A1, here we show the Second
case corresponding to the case q ∈ (p, ∞). Let ε2 ∈ (1, p2). In view of the Hölder inequality,
we find out
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A2 ≲ ∑
k∈Z

2kq(1−p2)

(
k−1

∑
j=−∞

2jpp2
∥∥χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥p

Lp(·)
w (Rn)

) q
p

≲ ∑
k∈Z

2kq(1−p2)

{( k−1

∑
j=−∞

2jp(p2−ε2)(q/q−p)
)q−p/q( k−1

∑
j=−∞

2jqε2
∥∥χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥q

Lp(·)
w (Rn)

)p/q
}q/p

≲ ∑
k∈Z

2kq(1−p2)2kq(p2−ε2)
k−1

∑
j=−∞

2jqε2
∥∥χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥q

Lp(·)
w (Rn)

.

As ε2 > 1, we deduce that

A2 ≲ ∑
j∈Z

2jqε2
∥∥χ{x∈Rn :2j<| f (x)|≤2j+1}

∥∥q

Lp(·)
w (Rn)

∞

∑
k=j+1

2kq(1−ε2)

≲ ∑
j∈Z

2jq∥∥χ{x∈Rn :| f (x)|>2j}
∥∥q

Lp(·)
w (Rn)

≈ ∥ f ∥q

Lp(·),q
w (Rn)

.

As an immediate result of the above theorem, we have the following conclusion.

Proposition 4.2.2. Let p(·)∈Clog(Rn) with 1< p− ≤ p+ <∞ and let q∈ (0, ∞]. Then the Hardy-
Littelwood maximal operator M is bounded in the weighted variable Lorentz spaces Lp(·),q

w (Rn).

The next theorem play an important role in the proof of the atomic decomposition.

Theorem 4.2.3. Let p(·) ∈ Clog(Rn) and let q ∈ (0, ∞]. Suppose that N ∈
(n

p + n + 1, ∞
)
. Then

the following items are equivalent:

(i) f ∈ Hp(·),q
w (Rn), i.e. f ∈ S ′(Rn) and f ∗ ∈ Lp(·),q

w (Rn).

(ii) f is bounded distribution and N ( f ) ∈ Lp(·),q
w (Rn).

(iii) f ∈ S ′(Rn) and there exists ψ ∈ S(Rn) with
�

Rn ψ(x)dx = 1 such that ψ∗
+( f )∈ Lp(·),q

w (Rn).
Moreover, for any f ∈ Hp(·),q

w (Rn), it holds true that

∥ f ∗∥
Lp(·),q

w (Rn)
≈ ∥N ( f )∥

Lp(·),q
w (Rn)

≈ ∥ψ∗
+( f )∥

Lp(·),q
w (Rn)

.
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Proof. We start by the first implication (i)⇒ (ii).
Let f ∈ Hp(·),q

w (Rn), then we have B(x, 1) ⊂ {y ∈ Rn : f ∗N,+ ≥ CN| f ⋆ ϕ(x)|} := Ω f ,x. (See
[90], pp.20). By virtue of the definition of Wp(·) and the Hölder inequality, yields

min{| f ⋆ ϕ(x)|p− , | f ⋆ ϕ(x)|p+} ≤ min{| f ⋆ ϕ(x)|p− , | f ⋆ ϕ(x)|p+} 1
|B(x, 1)|

�
Rn

χ2
B(x,1)

(y)dy

≤ min{| f ⋆ ϕ(x)|p− , | f ⋆ ϕ(x)|p+} 1
|B(x, 1)|

×
�

Rn
χB(x,1)

w−pχΩ f ,x(y)(y)w
p(y)dy

≲ min{| f ⋆ ϕ(x)|p− , | f ⋆ ϕ(x)|p+}
× max{∥χΩ f ,x∥

p−
Lp(·)

w (Rn)
,∥χΩ f ,x∥

p+
Lp(·)

w (Rn)
}

≲ max{∥ f ∗∥p−
Lp(·),∞

w (Rn)
,∥ f ∗∥p+

Lp(·),∞
w (Rn)

}.

By using the embedding Lp(·),q
w (Rn) ↪→ Lp(·),∞

w (Rn), for 0 < q < ∞, we find out

min{| f ⋆ ϕ(x)|p− , | f ⋆ ϕ(x)|p+}≲ max{∥ f ∗∥p−
Lp(·),∞

w (Rn)
,∥ f ∗∥p+

Lp(·),∞
w (Rn)

}

≲ max{∥ f ∗∥p−
Lp(·),q

w (Rn)
,∥ f ∗∥p+

Lp(·),q
w (Rn)

}.

Hence, f ⋆ ϕ ∈ L∞(Rn) and f is bounded distribution. From the argument used in ([84]
pp.98), we have

N ( f ) ≤
∞

∑
k=0

2−k(ψk
)∗
∇( f )(x), x ∈ Rn,

where {ψk}k∈N ⊂ S(Rn) have uniformly bounded seminorms in S(Rn). Proposition 3.10
in [8] ensures that f ∗(x) ≈ f ∗N,∇(x) for all x ∈ Rn. Combining, Remark 2.7 in [32], Fatou’s
Lemma and the fact that ψ∗

∇( f )(x)≲ f ∗N,∇(x) for all x ∈ Rn, we conclude that

∥N ( f )∥τ

Lp(·),q
w (Rn)

≤
∥∥∥ ∑

k∈N

2−k(ψk
)∗
∇( f )

∥∥∥τ

Lp(·),q
w (Rn)

≲ ∑
k∈N

2−kτ

∥∥∥∥(ψk
)∗
∇( f )

∥∥∥∥τ

Lp(·),q
w (Rn)

≲ ∥ f ∗∥τ

Lp(·),q
w (Rn)

.
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Therefore N ( f ) ∈ Lp(·),q
w (Rn).

Now we turn to the second implication, (ii) ⇒ (iii). If f is a bounded distribution and
N ( f ) ∈ Lp(·),q

w (Rn). From estimate in ([84] p.99), there exists a function ψ ∈ S(Rn) such that�
Rn ψ(x)dx = 1 and ψ∗

+( f )(x)≲N ( f )(x), which implies that (iii) holds true.
It remains to prove (iii)⇒ (i), from corollary 4.2.2 and by using an analogous argument

used in [90, p.2842-2845] we get the desired result and we omit the details.

The next result is an immediate consequence from the above theorem.

Corollary 4.2.4. Let p(·)∈Clog(Rn), let q∈ (0, ∞], a∈ (0, ∞) and let N be as in the above theorem.
Then f ∈ Hp(·),q

w (Rn) if and only if on of the following items holds true

(i) f ∈S ′(Rn) and there exists ψ∈S(Rn) with
�

Rn ψ(x)dx = 1 such that ψ∗
∇,a( f )∈ Lp(·),q

w (Rn)

(i) f ∈ S ′(Rn) and f ∗N,∇ ∈ Lp(·),q
w (Rn).

Moreover, for any f ∈ Hp(·),q
w (Rn), it holds true that

∥ f ∥
Hp(·),q

w (Rn)
≈ ∥ f ∗N,∇∥Lp(·),q

w (Rn)
≈ ∥ψ∗

∇,a∥Lp(·),q
w (Rn)

,

where the implicit equivalent positive constants independent of f .

4.3 Atomic decomposition

In this section, we deals with the atomic decomposition of the weighted Hardy-Lorentz
spaces. More precisely, we have the following result

Theorem 4.3.1. Let p(·) ∈ Clog(Rn), q ∈ (0, ∞] and r ∈
(
(k1/b

w )′, ∞
]

such that 1
b ∈ Sw and let

dw = n(sw − 1). Let w ∈ Wp(·). Then Hp(·),q
w (Rn) = Hp(·),q

w,atom(Rn) with equivalent quasi-norms.

Proof. First, we prove the following embedding Hp(·),q
w (Rn) ⊂ Hp(·),q

w,atom(Rn).

Since each (p(·), ∞, s)−atom is also a (p(·), r, s)−atom, then it suffices to prove Hp(·),q
w (Rn)⊂

Hp(·),q
w,atom(Rn). Let ψ ∈ S(Rn) be such that suppψ ⊂ B(0,1),

�
Rn ψ(x)xγdx = 0 for all γ ∈ Zn

+

with |γ| ≤ s. Then, from Lemma 4.1.6, there exists a function ψ ∈ S(Rn) such that its Fourier
transform ϕ̂ has a compact support away from the origin and, for all x ∈ Rn \ {0}.

� ∞

0
ψ̂(tx)ϕ̂(tx)

dt
t
= 1.
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We define a function η on Rn as follows, for all x ∈ Rn \ 0.

η̂(x) :=


� ∞

1 ψ̂(tx)ϕ̂(tx) dt
t if x ̸= 0

1 if x = 0

By [10, p.219], we have η is infinitely differentiable, has compact support and equals to
1 near the origin. Let x0 := {2, · · · , 2} ∈ Rn and f ∈ Hp(·),q

w (Rn). For any x ∈ Rn, set

ϕ̃(x) := ϕ(x − x0), ψ̃(x) := ϕ(x + x0).

Given f ∈ S(Rn), for all a ∈ Rn and t ∈ (0, ∞). Consider the functions

F(x, t) := f ⋆ ϕ̃t(x) and G(x, t) := f ⋆ ηt(x).

Thus, by [10, p.220],

f (·) :=
� ∞

0

�
Rn

F(y, t)ψ̃t(· − y)
dydt

t
in S ′(Rn).

Let

M∇( f )(x) := sup
t∈(0,∞),|y−x|≤3t(|x0|+1)

(
|F(y, t)|+ |G(y, t)|

)
(4.3.1)

and

Ωi := {x ∈ Rn : M∇( f )(x) > 2i}.

Then M∇( f )(x) is semi-continuous which implies that the set Ωi is open, and from
corollary 4.2.4, we have

∥M∇( f )∥
Lp(·),q

w (Rn)
≲ ∥ f ∥

Hp(·),q
w (Rn)

.

Since Ωi is a proper open set, by means of the whitney decomposition [85, p. 167], there
exists a sequence {Qij}j∈N of cubes such that, for all i ∈ Z+,

(1) ∪j∈NQij = Ωi and {Qij}j∈N have disjoint interiors

(2) for all j ∈ N, c1
√

nℓQij ≤ dist(Qij, Ω∁
i ) ≤ c1

√
nℓQij , where ℓQij represents the length of

the cube Qij,dist(Qij, Ω∁
i ) := inf{|x − y| : x ∈ Qij, y ∈ Ω∁

i } and c1, c2 are two positive
constants.
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Now, for any ε ∈ (0, ∞), i ∈ Z, j ∈ N and x ∈ Rn, let

dist(x, Ω∁
i ) := inf{|x − y| : y ∈ Ω∁

i }
Ω̃i :=

{
(x, t) ∈ Rn+1

+ : 0 < 2t(|x0|+ 1) < dist(x, Ω∁
i )
}

Q̃ij := {(x, t) ∈ Rn+1
+ : x ∈ Qij, (x, t) ∈ Ω̃i \ Ω̃i+1}

and we define the function bε
ij as follows

bε
ij :=

� ∞

ε

�
Rn

χQ̃ij
(y, t)F(y, t)ψ̃t(x − y)

dydt
t

.

Analogous to [10, p.221-222], there exists constants C1 and C2 such that, for all ε ∈
(0, ∞), i ∈Z and j∈N, suppbε

ij ⊂ B
(
xQij ,

5
2
√

nℓQij

)
⊂C1Qij, ∥bε

ij∥L∞(Rn) ≤C22i,
� n

R
bε

ij(x)xγdx =
0 for all γ ∈ Zn

+ obeys |γ| ≤ s and

f = lim
ε→0

∑
i∈Z

∑
j∈N

bε
ij(x) in S ′(Rn).

From [32, Remark 5.5], we have, for these balls B
(
xQij ,

5
2
√

nℓQij

)
,

∑
j∈N

B
(
xQij ,

5
2
√

nℓQij

)
≤ AχΩi . (4.3.2)

By the Alaoglu theorem [78, Theorem 3. 17] and diagonal rule, we conclude that there exists
a sequence {bij}(i,j)∈Z×N ⊂ L∞(Rn) and a sequence {εk}k∈N such that εk → 0 as k → ∞ and
for any g ∈ L1(Rn),

lim
k→∞

< bεk
ij , g >=< bij, g >,

with suppbij ⊂ C1Qij,∥bij∥L∞(Rn) ≲ 2i. For all γ ∈ Zn
+ satisfying |γ| ≤ s,

�
Rn

bij(x)xγdx =< bij, xγχC1Qij >= lim
k→∞

�
Rn

bεk
ij (x)xγdx = 0.

At this stage, we show that

lim
k→∞

∑
i∈Z

∑
j∈N

bεk
ij (x) = ∑

i∈Z

∑
j∈N

bij(x). (4.3.3)

Let ζ be a function belongs to S(Rn). Lemma 4.1.5 ensures that ∥ζ∥BMOw,p(·),1 < ∞.

Page-76-



DOCTORAL DISSERTATION OUSSAMA MELKEMI

On the other hand, we have

∑
|i|>N

∑
j∈N

(
| < bεk

ij , ζ > |+ | < bij, ζ > |
)

=
−N−1

∑
i=−∞

∑
j∈N

(
| < bεk

ij , ζ > |+ | < bij, ζ > |
)
+

∞

∑
i=N+1

∑
j∈N

{∣∣∣�
C1Qij

bεk
ij (x)

[
ζ(x)− Ps

C1Qij
ζ(x)

]
dx
∣∣∣

+
∣∣∣�

C1Qij

bij(x)
[
ζ(x)− Ps

C1Qij
ζ(x)

]
dx
∣∣∣}

≲
−N−1

∑
i=−∞

2i
�

Rn
|ζ|dx +

∞

∑
i=N+1

∑
j∈N

2i
�

C1Qij

|ζ(x)− Ps
C1Qij

ζ(x)|dx

≲ 2−N∥ζ∥L1 +
∞

∑
i=N+1

∑
j∈N

2i∥χQij∥Lp(·)/r
wr

∥ζ∥BMOwr ,p(·)/r,1(R
n)

≲ 2−N∥ζ∥L1(Rn) + ∥ζ∥BMOwr ,p(·)/r,1(R
n)

∞

∑
i=N+1

2i∥χΩi∥Lp(·)/r
wr (Rn)

≲ 2−N∥ζ∥L1(Rn) + 2−N(r−1)∥ζ∥BMOw,p(·)/r,1(R
n)∥ f ∥r

Hp(·),∞
w (Rn)

From Lemma 1.3.7, we conclude that

∑
|i|>N

∑
j∈N

(
|< bεk

ij , ζ > |+ |< bij, ζ > |
)
≲ 2−N∥ζ∥L1(Rn)+ 2−N(r−1)∥ζ∥BMOw,p(·)/r,1(R

n)∥ f ∥r
Hp(·),q

w (Rn)
,

which tends to 0 as N tends to ∞, the constant r is chosen such that r ∈ (max{1, p+, ∞}). In
a similar way, it hold true that

∑
|i|≤N

∑
j∈N

(
| < bεk

ij , ζ > |+ | < bij, ζ > |
)
< ∞.

Finally, by the same argument used in [56, p. 651] we obtain (4.3.3). For i ∈ Z and j ∈ N,
let Bij be the ball having the same center as Qij with the radius 5

2
√

nℓQij ,

aij :=
bij

C22i∥χBij∥Lp(·)
w (Rn)

and λij := C22i∥χBij∥Lp(·)
w (Rn)

.
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Thus, aij is a (p(·), ∞, s)−atom, which is also a (p(·), r, s)−atom,

f = ∑
i∈Z

∑
j∈N

λijaij in S ′(Rn).

Furthermore, we have

∥∥∥∥∑
i∈Z

∑
j∈N

bi,j

∥∥∥∥
Hp(·),q

w,atom(Rn)

≈
[

∑
i∈Z

2iq
∥∥∥∥( ∑

j∈N

χBi,j

)1/p
∥∥∥∥q

Lp(·)
w (Rn)

] 1
q

≲
(

∑
i∈Z

2iq∥χΩi∥
q

Lp(·)
w (Rn)

) 1
q

≲ ∥ f ∥
Hp(·),q

w (Rn)
.

By taking the infimum over all decompositions, we deduce that

∥ f ∥
Hp(·),q

w,atom(Rn)
≲ ∥ f ∥

Hp(·),q
w (Rn)

and so we find that Hp(·),q
w (Rn) ⊂ Hp(·),q

w,atom(Rn). Now, we turn out to the second inclusion.

Let f ∈ Hp(·),q
w,atom(Rn), there exists a sequence {ai,j}i∈Z,j∈N of (p(·), r, s)−atoms associated

with the balls {Bi,j}i∈Z,j∈N and a sequence of complex numbers {λi,j}i∈Z,j∈N such that f
has a decomposition as in [32, (5.2)] with λi,j := Â2i∥χBi,j∥Lp(·)

w (Rn)
. In view of Lemma 1.3.6

it suffices to prove that

[
∑
i∈Z

2iq∥χ{x∈Rn : f ∗(x)>2i}∥
q

Lp(·)
w (Rn)

] 1
q

≲ ∥ f ∥
Hp(·),q

w,atom(Rn)
.

For k ∈ Z, we set

f =
k−1

∑
i=−∞

∑
j∈N

λi,jai,j +
∞

∑
i=k

∑
j∈N

λi,jai,j := f1 + f2.

Remark 1.2.9 leads to

∥χ{x∈Rn : f ∗(x)>2k}∥Lp(·)
w (Rn)

≲ ∥χ{x∈Rn : f ∗1 (x)>2k−1}∥Lp(·)
w (Rn)

+ ∥χ{x∈Ak : f ∗2 (x)>2k−1}∥Lp(·)
w (Rn)

+ ∥χ{x∈A∁
k : f ∗2 (x)>2k−1}∥Lp(·)

w (Rn)

:= I1 + I2 + I3,
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where Ak := ∪∞
i=k ∪j∈N 2Bi,j. We start by I1, we have

I1 ≲ ∥χ{x∈Rn :∑k−1
i=−∞ ∑j∈N λi,j(ai,j)∗χ2Bi,j (x)>2k−2}∥Lp(·)

w (Rn)

+ ∥χ{x∈Rn :∑k−1
i=−∞ ∑j∈N λi,j(ai,j)∗χ

2B∁i,j
(x)>2k−2}∥Lp(·)

w (Rn)

:= I11 + I12.

Let 1
b ∈ Sw and q̃ ∈ (1,min{ q

(k1/b
w )′

, 1
b}) and a ∈ (0,1 − 1

q̃ ). Then Hölder inequality gives

k−1

∑
i=−∞

∑
j∈N

λij(aij)
∗(x)χ2Bij(x) ≤

( k−1

∑
i=−∞

2−iaq̃′
)1/q̃′

×
[

k−1

∑
i=−∞

2−iaq̃
(

∑
j∈N

λij(aij)
∗(x)χ2Bij(x)

)q̃
]1/q̃

=
2ak

(2aq̃′−1)1/q̃′

[
k−1

∑
i=−∞

2−iaq̃
(

∑
j∈Z

λijaij)
∗(x)χ2Bij(x)

)q̃
]1/q̃

:= Φ(x),

where, 1/q̃ + 1/q̃′ = 1. We use the fact that q̃b < 1 and a∗ij(x) ≲ Maij(x), for all x ∈ Rn, [90,
Remark 2.1(i)] and [17, theorem 2.61], we deduce that,

I11 ≤ ∥χ{x∈Rn :Φ(x)>2k−2}∥Lp(·)
w (Rn)

≲ 2−kq̃(1−a)

∥∥∥∥∥ k−1

∑
i=−∞

2−iaq̃
[

∑
j∈N

λij(aij)
∗χ2Bij

]q̃
∥∥∥∥∥

Lp(·)
w (Rn)

≲ 2−kq̃(1−a)

∥∥∥∥∥ k−1

∑
i=−∞

2−iaq̃ ∑
j∈N

[
(aij)

∗χ2Bij

]q̃
∥∥∥∥∥

Lp(·)
w (Rn)

≲ 2−kq̃(1−a)

∥∥∥∥∥ k−1

∑
i=−∞

2−i(1−a)bq̃ ∑
j∈N

[
∥χBi,j∥Lp(·)

w (Rn)
Maijχ2Bij

]q̃b
∥∥∥∥∥

1/b

Lp(·)/b
wb (Rn)

≲ 2−kq̃(1−a)

[
k−1

∑
i=−∞

2−i(1−a)bq̃

∥∥∥∥∥ ∑
j∈N

[
∥χBi,j∥Lp(·)

w (Rn)
Maijχ2Bij

]q̃b
∥∥∥∥∥

Lp(·)/b
wb (Rn)

] 1
b

.

Let r := q/q̃ > (k1/b
w )′, since the operator M is bounded on Lr, we find out, for all i ∈ Z and
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j ∈ N,

∥∥(∥χBij∥Lp(·)
w (Rn)

M(aij)χBij

)q̃∥∥
Lr(Rn)

≲ ∥χBij∥
q̃

Lp(·)
w (Rn)

∥M
(
aijχBij

)
∥q̃

Lr(Rn)

≲ |Bij|1/r.

It follows from Lemma 3.1.5

I11 ≲ 2−kq̃(1−a)

[
k−1

∑
i=−∞

2−i(1−a)bq̃
∥∥∥∥ ∑

j∈N

χ2Bij

∥∥∥∥
Lp(·)/b

wb (Rn)

] 1
b

.

From Remark1.2.11, we find

I11 ≲ 2−kq̃(1−a)

[
k−1

∑
i=−∞

2−i(1−a)bq̃
∥∥∥∥ ∑

j∈N

χBij

∥∥∥∥
Lp(·)/b

wb (Rn)

] 1
b

.

Let ϵ1 ∈ (1, (1 − a)q̃). According to Hölder inequality, we deduce that

I11 ≲ 2−kq̃(1−a)

[
k−1

∑
i=−∞

2−ib[(1−a)q̃−ϵ12ibϵ1

∥∥∥∥ ∑
j∈N

χBij

∥∥∥∥
Lp(·)/b

wb (Rn)

] 1
b

≲ 2−kq̃(1−a)

[
k−1

∑
i=−∞

2−ib[(1−a)q̃−ϵ12ibϵ1

∥∥∥∥( ∑
j∈N

χBij

)1/b
∥∥∥∥b

Lp(·)
w (Rn)

] 1
b

≲ 2−kq̃(1−a)

{
k−1

∑
=−∞

2ib q
q−b [(1−a)q̃−ϵ1

} q−b
bq
{ k−1

∑
i=−∞

2iqϵ1
∥∥( ∑

j∈N

χBij

)1/b∥∥q

Lp(·)
w (Rn)

}1/q

≲ 2−kϵ1

( k−1

∑
i=−∞

2iqϵ1
∥∥ ∑

j∈N

χBij

∥∥q

Lp(·)
w (Rn)

)1/q

.

Hence, we get

∞

∑
k=∞

(2kI11)
q =

∞

∑
k=−∞

2kq∥χ{x∈Rn :( f1)∗χ2Bi,j (x)>2k}∥Lp(·)
w (Rn)

≲
∞

∑
k=−∞

2kq2−kϵ1q
k−1

∑
i=−∞

2iqϵ1
∥∥∥ ∑

j∈N

χBij

∥∥∥q

Lp(·)
w (Rn)
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=
∞

∑
i=−∞

2iqϵ1
∥∥∥ ∑

j∈N

χBij

∥∥∥q

Lp(·)
w (Rn)

∞

∑
k=i+1

2kq(1−ϵ1)

≲ ∑
i∈Z

2iq
∥∥∥ ∑

j∈N

χBij

∥∥∥q

Lp(·)
w (Rn)

≲ ∥ f ∥q

Hp(·),q
w,atom(Rn)

. (4.3.4)

Now, we turn out to estimate I12. For any b ∈ (0, n
n+dw+1), q1 ∈ ( n

(n+dw+1)b , 1
b ) and a ∈ (0,1 −

1
q1
), we have

I12 ≲ ∥χ{x∈Rn :Φ1(x)>2k−1}∥Lp(·)
w (Rn)

,

where Φ1(x) := 2ka

(2aq′1−1)1/q′1

[
∑k−1

i=−∞ 2−iaq1

(
∑j∈N λij(aij)

∗(x)χ(2Bij)∁
(x)
)q1]1/q1

, with 1
q1
+ 1

q′1
=

1.
From the estimate (4.1.7), we get

I12 ≲ 2−kq1(1−a)

∥∥∥∥∥ k−1

∑
i=−∞

2−iaq1
[

∑
j∈N

λij(aijχ(2Bij)∁

]q1

∥∥∥∥∥
Lp(·)

w (Rn)

≲ 2−kq1(1−a)

{
k−1

∑
i=−∞

2−i(1−a)q1b

∥∥∥∥∥ ∑
j∈N

[
M(χBij)

] n+dw+1
n q1b

∥∥∥∥∥
Lp(·)/b

wb (Rn)

}1/b

.

Since 1
b > sw we apply theorem1.2.10 to obtain

I12 ≲ 2−kq1(1−a)

{
k−1

∑
i=−∞

2−i(1−a)q1b

∥∥∥∥∥ ∑
j∈N

χBij

∥∥∥∥∥
Lp(·)/b

wb (Rn)

}1/b

≲ 2−kq1(1−a)
{ k−1

∑
i=−∞

2−i(1−a)q1b

∥∥∥∥∥( ∑
j∈N

χBij

)1/b
∥∥∥∥∥

b

Lp(·)
w (Rn)

}1/b
.
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Let ϵ2 ∈ (1, (1 − a)q1). Hölder inequality ensures that,

I12 ≲ 2−kq1(1−a)

{
k−1

∑
i=−∞

2−ibϵ2[(1−a)q1−ϵ2]2ibϵ2

∥∥∥∥∥( ∑
j∈N

χBij

)1/b
∥∥∥∥∥

b

Lp(·)
w (Rn)

}1/b

≲ 2−kq1(1−a)
( k−1

∑
i=−∞

2[(1−a)q1−ϵ2]ib
q

q−b

) q−b
bq
( k−1

∑
i=−∞

2iqϵ2

∥∥∥∥( ∑
j∈N

χBij

)1/b
∥∥∥∥

Lp(·)
w (Rn)

)1/q

≲ 2−kϵ2

( k−1

∑
i=−∞

2iqϵ2
∥∥ ∑

j∈N

χBij

∥∥
Lp(·)

w (Rn)

)1/q

.

Therefore, we obtain

∞

∑
k=−∞

(2kI12)
q = ∑

k∈Z

2kq

∥∥∥∥∥χ{x∈Rn :( f1)∗χ
(2Bij)

∁
(x)>2k}

∥∥∥∥∥
q

Lp(·)
w (Rn)

≲ ∑
k∈Z

2kq2−kϵ2q
k−1

∑
i=−∞

2iqϵ2
∥∥∥ ∑

j∈Z

χBij

∥∥∥q

Lp(·)
w (Rn)

≲ ∑
i∈Z

2iqϵ2
∥∥∥ ∑

j∈Z

χBij

∥∥∥q

Lp(·)
w (Rn)

∞

∑
k=i+1

2kq(1−ϵ2)

≲ ∑
i∈Z

2iq
∥∥∥ ∑

j∈Z

χBij

∥∥∥q

Lp(·)
w (Rn)

≲ ∥ f ∥
Hp(·),q

w,atom(Rn)
. (4.3.5)

To estimate I2, we choose r1 ∈ (0,min(p, q)). Then from definition and Remark1.2.11, we
obtain

I2 ≤ ∥χAk∥Lp(·)
w (Rn)

≲
∥∥∥ ∞

∑
i=k

∑
j∈Z

χ2Bij

∥∥∥
Lp(·)

w (Rn)

≲
∥∥∥ ∞

∑
i=k

∑
j∈Z

χBij

∥∥∥
Lp(·)

w (Rn)
≲

[
∞

∑
i=k

∥∥∥∥∥ ∑
j∈Z

χBij

∥∥∥∥∥
r1

Lp(·)
w (Rn)

]1/r1

.
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Let ϵ3 ∈ (0,1). According to Hölder inequality, we deduce

I2 ≲

[
∞

∑
i=k

2−iϵ3r12iϵ3r1

∥∥∥∥∥ ∑
j∈Z

χBij

∥∥∥∥∥
r1

Lp(·)
w (Rn)

]1/r1

≲

(
∞

∑
i=k

2−iϵ3r1
q

q−r1

) q−r1
qr1
(

∞

∑
i=k

2iϵ3q

∥∥∥∥∥ ∑
j∈Z

χBij

∥∥∥∥∥
q

Lp(·)
w (Rn)

)1/q

≲ 2−iϵ3

(
∞

∑
i=k

2iϵ3q

∥∥∥∥∥ ∑
j∈Z

χBij

∥∥∥∥∥
q

Lp(·)
w (Rn)

)1/q

.

Thus,

∑
k∈Z

(2kI2)
q = ∑

k∈Z

2kq∥χ{x∈Ak :( f2)∗(x)>2k}∥
q

Lp(·)
w (Rn)

≲ ∑
k∈Z

2kq2−kϵ3
[ ∞

∑
i=k

2iqϵ3
∥∥ ∑

j∈Z

χBij

∥∥q

Lp(·)
w (Rn)

]1/q

≲
∞

∑
i=k

2iqϵ3
∥∥ ∑

j∈Z

χBij

∥∥q

Lp(·)
w (Rn)

i

∑
k=−∞

2kq(1−ϵ3)

≲ ∑
i∈Z

2iq∥∥ ∑
j∈Z

χBij

∥∥q

Lp(·)
w (Rn)

≲ ∥ f ∥q

Hp(·),q
w,atom(Rn)

(4.3.6)

It remains to estimate I3. Since p∈
( nsw

nsw+1 , 1), there exists r2 ∈ (0, ∞) such that r2 ∈
( nsw

p(nsw+1) , 1
)
.

By taking b1 ∈
(
0,min{ n

r2(n+dw+1) , q}
)
. Then, we have

I3 = ∥χ{x∈(Ak)∁:( f2)∗(x)>2k−1}∥Lp(·)
w (Rn)

≲ 2−kr2

∥∥∥∥∥ ∞

∑
i=k

∑
j∈N

(λij(aij)
∗)r2χ

(Ak)
∁

∥∥∥∥∥
Lp(·)

w (Rn)

≲ 2−kr2

[
∞

∑
i=k

∥∥∥∥∥
(

∑
j∈N

(λij(aij)
∗)r2χ

(Ak)
∁

)b1
∥∥∥∥∥

L
p(·)/b1
wb1

(Rn)

]1/b1

.
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We observe that 1/b1 > sw/p. Then, by theorem1.2.10 and (4.1.7) we conclude that,

I3 ≲ 2−kr2

[
∞

∑
i=k

2ir2b1

∥∥∥∥∥
(

∑
j∈N

(
M(χBij

) 1
b1

)b1
∥∥∥∥∥

L
p(·)/b1
wb1

(Rn)

]1/b1

≲ 2−kr2

[
∞

∑
i=k

∥∥∥∥∥ ∑
j∈N

χBij

∥∥∥∥∥
b1

Lp(·)
w (Rn)

]1/b1

.

Let ϵ > 1. Thanks to the Hölder inequality, we have

I3 ≲ 2−kr2
( ∞

∑
i=k

2ib1r2−iϵb12iϵb1

∥∥∥∥ ∑
j∈N

χBij

∥∥∥∥b1

Lp(·)
w (Rn)

)1/b1

≲ 2−kr2

( ∞

∑
i=k

2(ib1r2−iϵb1)
q

q−b1

) q−b1
b1q
( ∞

∑
i=k

2iϵq
∥∥∥∥ ∑

j∈N

χBij

∥∥∥∥q

Lp(·)
w (Rn)

)1/q

≲ 2−kϵ

( ∞

∑
i=k

2iϵq
∥∥∥∥ ∑

j∈N

χBij

∥∥∥∥q

Lp(·)
w (Rn)

)1/q

.

Then, we have

∑
k∈Z

(2kI3)
q ≲ ∑

k∈Z

2kq2−kϵq
∞

∑
i=k

2iqϵ

∥∥∥∥ ∑
j∈N

χBij

∥∥∥∥q

Lp(·)
w (Rn)

≲ ∑
k∈Z

2iqϵ

∥∥∥∥ ∑
j∈N

χBij

∥∥∥∥q

Lp(·)
w (Rn)

i

∑
k=−∞

2kqϵ

≲ ∑
i∈Z

2iq
∥∥∥∥ ∑

j∈N

χBij

∥∥∥∥q

Lp(·)
w (Rn)

≲ ∥ f ∥
Hp(·),q

w,atom(Rn)
. (4.3.7)

Putting (4.3.4),(4.3.5),(4.3.6) and (4.3.7) together we conclude that

∥ f ∥
Hp(·),q

w (Rn)
≲ ∥ f ∥

Hp(·),q
w,atom(Rn)

,

consequently f ∈ Hp(·),q
w (Rn), this ends the proof.
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Conclusion and perspectives.

Conclusion

The theory of function spaces with variable exponents is a classical branch of the har-
monic analysis, and since these spaces are widely used in the mathematical modeling in
the real-world phenomena such as, modeling of electrorheological fluids, thermorheolog-
ical fluids...etc. Therefore, it is of interest to explore and studying this kind of spaces as
the Hardy spaces with variable exponents in different situations. Motivated by the works
[39, 57, 69, 68, 74, 23, 92, 90, 32]. In this thesis, we have established some results related to
variable Hardy spaces. The first one, is the atomic decomposition of the weighted variable
Hardy spaces on domains and then we have studied the duality result of these spaces. Sec-
ondly, we have investigated the weighted variable Hardy spaces associated with operators
satisfying the Davies-Gaffney estimates, where, we have established the molecular char-
acterization of Hp(·)

L,w (Rn) and we have proved also a duality relation between Hp(·)
L,w (Rn)

and BMOp(·),M
L∗ ,w . Finally, we established an interpolation theorem, then we showed Feffer-

man–Stein vector-valued inequality on the weighted variable Lorentz space and we have
showed the atomic characterization of weighted Hardy-Lorentz spaces with variable expo-
nents.

Perspectives

In the future, we hope to continue in this axis of research, as we will try to understand and
explore some results for the variable Hardy-Lorentz spaces on domains. Our next goal is
to find some applications to the atomic characterization of the weighted variable Hardy-
Lorentz spaces established in chapter 4 such as the duality result for this space.
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