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CHAPTER 1

General Introduction

This thesis is concerned in one hand on two problems related to the study of the blow-up

in finite time of solutions of fractional differential equations, and Hamilton Jacobi equations

with strong nonlinearities, and on the other hand with the decay of solutions to a heat hy-

perbolic system with viscoelastic term, and an abstract hyperbolic system in the presence

of infinite memory.

The aim of the work in this thesis is to study the existence of solutions to some problems

of evolution equations, and the related questions on the blow-up in finite time or the global

existence, and in eventuality, the asymptotic behaviour of the solutions as the time t goes

to infinity, namely the stability and the decay of the energy.

Throughout this general introduction, we will mainly focus on some history and on the

general known results in each chapter by starting at first by motivations, and historic of each

problem, and then we will give the main results of each problems that we are dealing with.

The problems we treated here are divided to four main parts, and so we will briefly men-

tion that as follows:

The first part addresses some history and motivations to the study of fractional dif-

ferential equations. In recent years, the field of fractional calculus and fractional integro-

differential equations has grown considerably. Problems related to fractional derivative are

interesting not only from the point of view of partial differential equations (PDE) general
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theory, but also due to its applications into some phenomena from physics, finance, eco-

nomics...etc. In fact it has been shown by experiments that derivatives of non-integer order

can describe many phenomena better than derivatives of integer order specially hereditary

phenomena and processes(see [16, 18, 75, 167]), and the references therein. As example

fluid dynamics are well explained using fractional calculus.

Fractional derivative is a generalization of integer-order derivative and integral, the first

appearance of the concept of a fractional derivative is found in the year 1695, a letter to

Guillaume de L’Hôspital, Leibnitz asked, ”Can we generalize ordinary derivatives to ones of

arbitrary order?” L’Hôspital replied to Leibniz with another question, ”What is the meaning

of dny/dxn if n= 1/2; i.e, what if n is fractional?” Then Leibniz, in a letter dated September

30, 1695 [105] replied, ”...This is an apparent paradox from which, one day, useful conse-

quences will be drawn...”

So, a lot of contributions to the theory of fractional calculus have been done over the years,

such as Laplace(1812), Fourier(1822), Abel(1823-1826), Liouville (1832-1837),Riemann(1847),

Grünwald(1867-1872), Letnikov (1868-1872), Heaviside(1892-1912), Wely(1917), Erdélyi(1939-

1965) and many others. For more details on the history of the subject see [66, 127, 146].

Then, the fractional derivative are known to be a promising tool for describing memory

phenomena [8, 19, 112, 164, 171], and the kernel function of fractional derivative is called

memory function.

In 1974, the question of the physical interpretation of fractional calculus was put forward

as an open problem(see [154]). Only in 2002, a physical explanation was proposed by Igor

Podlubny [154], he showed a convincing geometric and physical interpretation of fractional

integration and fractional differentiation but uptill now there is still no simple answer to

the open problem [45]. Hence, fractional calculus has emerged, over the last forty years

due to its many applications as a valuable tools in the modeling of many phenomena in
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various fields of science and engineering, as examples, acoustic wave propagation in inho-

mogeneous porous material, diffusive transport, viscoelastic materials, fluid mechanics, and

many others(see[43, 62, 63, 65, 76, 87, 147]), and the references therein.

There have been significant developments in ordinary fractional and partial fractional

differential equations involving both Riemann-Liouville and Caputo fractional derivatives

about the questions of existence, blow-up in finite time, global existence and asymptotic

properties of solutions, one can mention as examples, Kilbas et al. [87], Samko et al.[166],

Agarwal et al. [3], Furati and Tatar [57, 58], Mainardi [115], Kaufmann and Miller and

Ross[127], Kirane et al. [80, 89], Podlubny et al. [154, 155], and the references therein.

The existence or the nonexistence of global solutions for differential equations is as impor-

tant as studying the existence of solutions. In industry, knowing the blow-up in finite time

can prevent accidents and malfunctions. It helps also improve the performance of machines

and extend their lifespan.

Recently, many works have been done in the literature concerning the existence, uniqueness

and the blow-up of solutions for some nonlinear systems of fractional differential equations,

we can cite as examples [3, 18, 44, 76, 90, 99, 110, 140] for more related results. In

[89] Kirane and Malik studied the following nonlinear nonlocal fractional differential system

(FDS) 
ut(t) +Dα

0+(u−u0)(t) =| v(t) |q, ∀t > 0,

vt(t) +Dβ
0+(v−v0(t)) =| v(t) |p, ∀t > 0,

subject to the initial conditions

u(0) = u0 > 0, v(0) = v0 > 0,

where p > 1, q > 1, u(0) = u0 > 0, v(0) = v0 > 0 are constants, Dα
0+ and Dβ

0+ stand for the

Riemann-Liouville fractional derivatives of orders 0< α < 1 and 0< β < 1, respectively.
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They investigated the profile of the blowing-up solutions to the nonlinear nonlocal system

(FDS) as well as for solutions of systems obtained by dropping either the usual derivatives

or the fractional derivatives.

In [80], some results on the blow-up of the solutions and lower bounds of the maximal

time have been established for the system

ut(t) +ρDα
0+(u−u0)(t) = ev(t), t > 0, ρ > 0,

vt(t) +σDβ
0+(v−v0)(t) = eu(t), t > 0, σ > 0,

u(0) = u0 > 0, v(0) = v0 > 0,

and for the subsystem obtained by dropping the usual derivatives.

Motivated by the above researches, we study in Chapter two, the nonlinear fractional

system (FDS)

ut+a1 cD

α1
0+u+a2 cD

α2
0+u+ · · ·+an

cDαn
0+u=

∫ t
0

(t−s)−γ1
Γ(1−γ1) f(u(s),v(s))ds,

vt+ b1 cD
β1
0+v+ b2 cD

β2
0+v+ · · ·+ bn

cDβn
0+v =

∫ t
0

(t−s)−γ2
Γ(1−γ2) g(u(s),v(s))ds,

(0.1)

for t > 0, with initial data

u(0) = u0 > 0, v(0) = v0 > 0, (0.2)

and where 0<αi < 1, 0<βi < 1, i= 1, . . . ,n, 0< γj < 1, j = 1,2, f and g are two real contin-

uous differentiable functions with polynomial growth defined on R×R, ai, bi i= 1, . . . ,n are

positive constants, Γ is the Euler function and cDαi
0+ , cDβi

0+ , i= 1, . . . ,n, are Caputo fractional

derivatives.
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The Riemann-Liouville fractional integral of order 0<α< 1 with lower limit 0 is defined

for a locally integrable function ϕ : R+→ R by

Jα0+ϕ(t) = 1
Γ(α)

∫ t

0

ϕ(s)
(t− s)1−αds, t > 0.

The left-handed and right-handed Riemann-Liouville fractional derivatives of order α with

0< α < 1 of a continuous function ψ(t) are defined by

Dα
0+ψ(t) = 1

Γ(1−α)
d

dt

∫ t

0

ψ(s)
(t− s)αds, t > 0,

and

Dα
T−ψ(t) =− 1

Γ(1−α)
d

dt

∫ T

t

ψ(s)
(s− t)αds, t > 0,

respectively. For more details about fractional integrals and fractional derivatives, the reader

is referred to the books [87, 97, 127, 155, 167].

Our main results in this chapter can be read as follows

Theorem 1. Assume that the functions f and g are of class C1(R×R,R). Then sys-

tem (FDS) admits a unique local classical solution on a maximal interval (0,Tmax) with the

alternative: either Tmax = +∞ and the solution is global; or

Tmax <+∞ and lim
t→Tmax

(|u(t)|+ |v(t)|) = +∞.

Theorem 2. Assume that the assumptions of Theorem 1 hold, and that the functions f

and g satisfy the growth conditions:

f(ξ,η)≥ a|η|q, for all ξ,η ∈ R,

g(ξ,η)≥ b|ξ|p, for all ξ,η ∈ R,

for some positive constants a, b and p,q > 1. Then for all positive initial data, the solution

of the fractional differential system(FDS) blows up in a finite time.
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The proofs are based on Schauder fixed point theorem, and some technical lemmas for

the blow-up in finite time of the solutions.

The second part of this thesis deals with problems of stability. It was probably the first

question in classical dynamical systems which was dealt with in a satisfactory way. Stability

questions motivated the introduction of new mathematical (tools) in engineering, particu-

larly in control engineering. Stability theory has been of interest to mathematicians and

astronomers for a long time and had a stimulating impact on these fields. The specific prob-

lem of attempting to prove that the solar system is stable accounted for the introduction of

many new methods.

The question of stability of solutions of Partial Differential Equations (PDE) has inspired

a wide research, it consists in determining the asymptotic behaviour of the energy E(t). The

principal object is to study its limit when t tends to +∞ also to determine whether this

limit is zero or not, and to give in a unified way the optimal or near optimal decline rates of

the energy if this limit is zero.The several type of stability are given as :

• Strong stability : E(t)−→ 0 as t−→∞.

• Logarithmic stability: ∃λ1,λ2 > 0, E(t)≤ λ1(log(t))−λ2 .

• Polynomial stability : ∃λ1,λ2 > 0, E(t)≤ λ1t−λ2 .

• Uniform stability : ∃λ1,λ2 > 0, E(t)≤ λ1e−λ2t.

We are interesting in viscoelasticity problems, we give at first some properties of viscoelas-

ticity and why is it useful and interesting to study?

Viscoelasticity is the property of materials that exhibit both viscous and elastic charac-

teristics when undergoing deformation.

The properties of viscoelastic materials are influenced by many parameters. They can in-

clude: frequency, temperature, dynamic strain rate, static pre-load, time effects such as creep
6



and relaxation, aging, and other irreversible effects. It usually appears in fluids with com-

plex microstructure, such as polymers. One encounters viscoelastic materials in biological

science, materials sciences as well as in many industrial processes, e.g., in the chemical, food,

and oil industries, [163].

Why it is important?

One of the characteristics is that the application of passive damping technology using vis-

coelastic materials is widely used in the automotive and aerospace industry in a variety of

applications to reduce noise and vibration and to improve interior sound quality, Viscoelas-

tic materials are excellent impact absorbers, It is used in automobile bumpers, on computer

drives to protect from mechanical shock, in helmets (the foam padding inside), in wrestling

mats, shoe insoles to reduce impact transmitted to a person’s skeleton etc.

Consider the following viscoelastic problem

utt−∆u+
∫ t
0 g(t− s)∆u(x,s) ds= 0 in Ω× (0,+∞),

u= 0 on ∂Ω× (0,+∞),

u(x,0) = u0(x), ut(x,0) = u1(x) x ∈ Ω,

(0.3)

where Ω is a bounded domain of Rn(n≥ 1) with a smooth boundary ∂Ω and g is a positive

nonincreasing function.

This type of problems arise in viscoelasticity. Eq.(0.3) rules the evolution of the relative

displacement field u in a linearly viscoelastic solid occupying a volume Ω at rest we refer

to [50, 150, 151, 161] for example. Eq.(0.3) can be also used to formulate a generalized

Kirchhoff viscoelastic beam with memory (see [128]). For the thermodynamics of materials

with fading memory, we refer the reader to the early works of Coleman and Noll [35] and

Coleman and Mizel [34], and the references therein.
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For more details concerning the physical phenomena which are modeled by differential equa-

tions with memory, as well as the problem of the modelling of materials with memory, we

refer the reader to the recent and interesting paper [51].

The convolution term
∫ t
0 g(t−s)∆u(t−s) ds reflects the memory effects of materials due

to viscoelasticity.

In the absence of the memory effect (i.e,g = 0), the problem (0.3) reduces to the wave equa-

tion and an extensive literature on existence and asymptotic behaviour is available. We

refer the reader to [52, 53], for instance, there is a large literature in the global existence

and uniform stabilization of wave equations. But what would happen when a viscoelastic

term occurs? or in other words, for which class of kernels g we have strong stability i.e

limt−→∞ ‖ U(t) ‖H= 0 on some Hilbert space H,and is it possible to get a decay estimation

on ‖ U ‖H in function of g?

In this regards with the presence of the viscoelastic term, several results concerning exis-

tence, stability and blow up of solutions have been established, different types of relaxation

function have been introduced to the viscoelastic problem and several uniform and polyno-

mial stability results have been obtained.

We start by recalling some results by the pioneer works of Dafermos [39, 40] in 1970, where

the author discussed a certain one-dimensional viscoelastic problem, established some exis-

tence results, and then proved that, for smooth monotone decreasing relaxation functions,

the solutions go to zero as t−→∞. However, no rate of decay has been specified.

After that a great deal of attention has been devoted to the study of the viscoelasticity

problems. Let us recall as mentioned in [68, 120] the first work that dealt with uniform

decay was by Dassios and Zafiropoulos [42] in which a viscoelastic problem in R3 was stud-

ied and a polynomial decay result was proved for exponentially decaying of g. Also, the

uniform stability, for some problems in linear viscoelasticity, has been established in a book

by Fabrizio and Morro [50] in 1992. After this, a very important contribution by Rivera
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was introduced. In fact Rivera [136] considered equations for linear isotropic homogeneous

viscoelastic solids of integral type which occupy a bounded domain or the whole space Rn,

with zero boundary and history data and in the absence of body forces. In the bounded

domain case, an exponential decay result was proved for exponentially decaying memory

kernels.

For the whole space case a polynomial decay result was established and the rate of the

decay was given. This result was later generalized to a situation where the kernel is decaying

algebraically but not exponentially by Rivera et al.[17]. In their paper, the authors showed

that the decay of solutions is also algebraic, at a rate which can be determined by the rate

of the decay of the relaxation function. Also, the authors considered the case the bounded

domains and the case that of a material occupying the entire space.

This result was later improved by Barreto et al. in [9], where equations related for linear

viscoelastic plates were treated. Precisely, they showed that the solution energy decays at

the same decay rate of the relaxation function. For partially viscoelastic materials, Rivera

et al.[139] showed that solutions decay exponentially to zero, provided that the relaxation

function decays in similar fashion, regardless to the size of the viscoelastic part of the mate-

rial, we refer also to [48, 104, 162], and the references therein.

We also mention some known results in the literature related to the stabilization with

finite and past history, where the relaxation function was assumed to be either of polynomial

or of exponential decay see [6, 10, 14, 23, 24, 26, 27, 77, 78, 79, 134, 136, 137, 139,

141, 153, 176]. After that a series of papers have appeared for a wider class of relaxation

functions based on the condition introduced by Messaoudi [120, 121]

g′(t)≤−ξ(t)g(t), (0.4)

9



where ξ is a differentiable nonincreasing positive function for which the usual exponential

and polynomial rates are only special cases see, among others, [72, 103, 108, 109, 153].

For other types of relaxation function and general decay, there have been works in wich

the relaxation kernels is described by the inequality g′+χ(g)≤ 0 with χ convex and subject

to some assumptions. Alabau-Boussouira and Cannarsa [5] considered (0.3) such that

g′(t)≤−χ(g(t)), (0.5)

where χ is a non-negative function, with χ(0) = χ′(0) = 0, and χ is strictly increasing and

strictly convex on (0,k0], for some k0 > 0. They also required that

∫ k0

0

dx

χ(x) = +∞,
∫ k0

0

x dx

χ(x) < 1, liminf
s→0+

χ(s)/s
χ′(s)/s >

1
2 , (0.6)

and proved a decay result for the energy of (0.3). In addition to these assumptions, if

limsup
s→0+

χ(s)/s
χ′(s)/s < 1 and g′(t) =−χ(g(t)), (0.7)

then, an explicit rate of decay is given Messaoudi [135] investigated (0.3) for relaxation

functions satisfying (0.5) and obtained a general relation between the decay rate of the

energy and that of the relaxation function g without imposing restrictive assumptions on the

behavior of g at infinity such that the usual exponential and polynomial decay rates are only

special cases. We recall also the works of Lasiecka et al., where the authors discussed (0.3)

with a relaxation function satisfying (0.5),where χ is a given continuous positive increasing

convex function such that χ(0) = 0, and developed an intrinsic method for determining

optimal decay rates. We refer the reader to some works with finite and infinite memory

related to condition (0.5)(see [68]), and the references therein.
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Very recently, Messaoudi and Al-Khulaifi [125] established a general decay rate for a

quasilinear viscoelastic problem

| ut |ρ utt−∆u−∆utt+
∫ t
0 g(t− s)∆u(x,s) ds= 0 in Ω× (0,+∞),

u= 0 on ∂Ω× (0,+∞),

u(x,0) = u0(x), ut(x,0) = u1(x) x ∈ Ω,

where Ω is a bounded domain of Rn,(n ≥ 1) with a smooth boundary ∂Ω, ρ is a positive

real number such that 0< ρ≤ 2
n−2 if n≥ 3 and ρ > 0 if n= 1,2, and the relaxation function

satisfies

g′(t)≤−gp(t), t≥ 0, 1≤ p < 3
2 . (0.8)

They proved a general decay rate from which the exponential decay and the polynomial

decay are special cases. Moreover, the optimal polynomial decay is easily and deduced with-

out restrictive conditions. Condition (0.8) gives a better description of the growth of g at

infinity and allows to obtain a precise estimate of the energy that is more general than the

”stronger ” one (ξ constant and p ∈ [1, 3
2 [) used in the case of past history control [123, 131]

and others problems.

In this thesis, we are concerned with a general decay and optimal decay for a heat system

with a viscoelastic term and for some hyperbolic systems with the presence of finite memory

and past memory term. We will investigate further and generalize the main results obtained

in the literature. In this thesis, our study extends and improves several earlier results.

In chapter two, we deal with the optimal decay of the following system

A(t)|ut|m−2ut−∆u+
∫ t
0 g(t− s)∆u(x,s) ds= 0 in Ω× (0,+∞),

u(x,t) = 0 in ∂Ω× IR+,

u(x,0) = u0(x) in Ω,

(0.9)

11



where m≥ 2, Ω is a bounded domain of IRn, n∈ IN∗, with a smooth boundary ∂Ω, g : IR+→

IR+ is a positive nonincreasing function, and A : IR+→Mn(IR) is a bounded square matrix

satisfying A ∈ C(IR+), and for some positive constant c0,

(A(t)v,v)≥ c0|v|2, ∀t ∈ IR+, ∀v ∈ IRn, (0.10)

where (., .) and |.| are the inner product and the norm, respectively, in IRn.

For the relaxation function g(t) we assume

(G1) The function g : IR+→ IR+ is differentiable function and satisfies

g(0)> 0 and 1−
∫ +∞

0
g(s) ds= l > 0.

(G2) There exist a constant p ∈ [1,3/2) and a nonincreasing differentiable function ξ : IR+→

IR+ such that

g′(t)≤−ξ(t)gp(t), ∀t ∈ IR+.

We also assume that (G3)

2 ≤ m≤ 2n
n−2 if n≥ 3,

m ≥ 2 if n= 1,2.

Similarly to [159], we give the definition of a weak solution of (0.9).

Definition 3. A weak solution of (0.9) on [0,T ] is a function

u ∈ C
(
[0,T ); (H1

0 (Ω))n
)
∩C1 ((0,T ); (Lm(Ω))n)

which satisfies

∫ t

0

∫
Ω

(∇u(x,s)−
∫ s
0 ∇u(x,τ)dτ) ·∇φ(x,s) dx ds

+
∫ t
0A(s)|ut|m−2ut(x,s) ·φ(x,s) dx ds= 0, (0.11)

12



for all t in [0,T ) and all φ in C
(
[0,T ); (H1

0 (Ω))n
)
.

Similarly to [159], we assume the existence of a solution. For the linear case (m = 2),

one can easily establish the existence of a weak solution by the Galerkin method. In the

one-dimensional case (n = 1), the existence is established in a more general setting by Yin

[177].

The classical energy associated with problem (0.9) is given by

E(t) = 1
2(g ◦∇u)(t) + 1

2

(
1−

∫ t

0
g(s) ds

)
||∇u(t)||22, ∀t ∈ IR+, (0.12)

where ||.||q = ||.||(Lq(Ω))n , for 1≤ q <+∞, and

(g ◦∇u)(t) =
∫ t

0
g(t− τ)||∇u(., t)−∇u(., τ)||22 dτ, ∀t ∈ IR+. (0.13)

We state the damping produced by the memory term forces solutions to go to rest in an

exponential or polynomial way depending on p as mentioned by our main result.

Theorem 4. Let u be solution of (0.9) Then, there exist strictly two positive constants

λ0 and λ1 such that the energy satisfies, for all t ∈ IR+,

E(t)≤ λ0e
−λ1

∫ t
0 ξ(s) ds if p= 1, (0.14)

E(t)≤ λ0

(
1 +

∫ t

0
ξ2p−1(s) ds

) −1
2p−2

if p > 1. (0.15)

Moreover, if ξ and p in (G2) satisfy

∫ +∞

0

(
1 +

∫ t

0
ξ2p−1(s) ds

) −1
2p−2

dt <+∞, (0.16)

then, for all t ∈ IR+,

E(t)≤ λ0

(
1 +

∫ t

0
ξp(s) ds

) −1
p−1

if p > 1. (0.17)
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The proof is essentially based on some particular case of the well-known Jensen inequality

which will be of essential use in obtaining our result and also on some preliminary Lemmas

(see Chapter 2 for details).

Lemma 5. Assume that g satisfies (G1) and (G2) and u is the solution of (0.9) then

there exists a positive constant k0 such that

ξ(t)(g ◦∇u)(t)≤ k0
(
−E′(t)

) 1
2p−1 , ∀t ∈ IR+. (0.18)

Lemma 6. Let u be a solution of problem (0.9). Then, for any δ > 0, we have

‖∇u(t)‖22 ≤ c4δE(t)− Cδ
c0
E′(t) + c5(g ◦∇u)(t), ∀t ∈ IR+, (0.19)

where c0 is introduced in (0.10), c4 and c5 are two positive constants, and Cδ is a positive

constant depending on δ.

The following examples illustrate our result and show the optimal decay rate in the

polynomial case:

Example 7. Let g(t) = a(1 + t)−ν , where ν > 2, and a > 0 so that

∫ +∞

0
g(t) dt < 1. (0.20)

We have

g′(t) =−aν(1 + t)−ν−1 =−b
(
a(1 + t)−ν

)ν+1
ν ,

where b= νa−
1
ν . Then (G2) holds with ξ(t) = b and p= ν+1

ν ∈ (1, 3
2). Therefore (0.16) yields

∫ +∞

0

(
b2p−1t+ 1

) −1
2p−2 dt <+∞,

and hence, by (0.17), we get

E(t)≤ C(1 + t)
−1
p−1 = C(1 + t)−ν ,
14



which is the optimal decay.

Example 8. . Let g(t) = ae−(1+t)ν , where 0< ν ≤ 1, and a > 0 is chosen so that (0.20)

holds. Then

g′(t) =−aν(1 + t)ν−1e−(1+t)ν .

Therefore (G2) holds with p = 1 and ξ(t) = ν(1 + t)ν−1. Consequently, we can use (0.14) to

deduce

E(t)≤ Ce−λ(1+t)ν .

The third part of this thesis is reserved to another subject which treats the stability of

an abstract system in the presence of infinite memory.

In chapter three, we aims in this part at investigating the asymptotic behaviour of the

following initial boundary value problem :

utt+Au−
∫ +∞

0
g(s)Bu(t− s) ds= 0, ∀t > 0, (0.21)

with initial conditions 

u(−t) = u0(t), ∀t ∈ R+,

ut(0) = u1,
(0.22)

where Ω is a bounded domain with sufficiently smooth boundary ∂Ω, u0 and u1 are given

history and initial data, g is a positive and nonincreasing function called the relaxation

function. This type of viscoelasticity problems has been widely studied in the literature and

several stability results have been established (see [7, 46, 49, 51, 111, 128, 138, 150, 152]),

and the references therein. In the particular case A = B = −∆ on L2(Ω) with Dirichlet

boundary conditions, Eq.(0.21)- (0.22) describes the dynamics of linear viscoelastic solids(

see [150] for example) and it can also used to formulate a generalized Kirchhoff viscoelastic

beam with memory( see [128]), and the references therein.

In the case A= αB with α > 0, Dafermos [39] showed that the energy tends asymptotically
15



to zero, but no decay rate was given. Under the condition that g decays exponentially,

the exponential decay of solutions of this system was obtained by Fabrizio and Lazzari [49],

Giorgi et al. [64], Liu and Zheng [111], and Rivera and Naso [138], and Guesmia, Messaoudi

[69] (in different contexts and using different approaches).

For problems with finite history (viscoelasticity), we mention some results related to

utt+ ∆2u−
∫ t

0
g(s)∆2u(t− s) ds= 0, ∀t > 0,

we refer to Lagnese [101] and Rivera et al.[9], where it was proved that the energy decays

exponentially if the relaxation function g decays exponentially and polynomially if g decays

polynomially. The same results were obtained by Alabau-Boussouira et al.[6] for a more

general abstract equation. In [129, 130], Rivera et al. investigated a class of abstract

viscoelastic systems of the form

utt+Au−
(
g ∗Aβu

)
(t) = 0, ∀t > 0, (0.23)

where A is a strictly positive, self-adjoint operator with domain D(A) a subset of a Hilbert

space Hand ∗ denotes the convolution product in the variable t. The authors showed that

solutions for (0.23), when 0 < β < 1, decay polynomially even if the kernel g decays expo-

nentially, while in the case β = 1, the solution energy decays at the same decay rate as the

relaxation function.

For a more general decay to problem (0.23), Han and Wang [71] showed that the rate of

the decay of the energy is exactly the rate of decay of g, which is not necessarily of polynomial

or exponential decay type by considering relaxation function satisfying

g′(t)≤−ξ(t)g(t), ∀t≥ 0; (0.24)

16



where ξ : R+ −→ R+ is nonincreasing differentiable function such that

∃k > 0, | ξ
′(t)
ξ(t) |≤ k, ∀t≥ 0. (0.25)

Problems related to (0.21)-(0.22) have been studied by many authors and several stability

results have been established; see [36, 67, 150, 151]. The exponential and polynomial decay

of the solutions of equation (0.21)-(0.22) have been studied in [68], where it was assumed

that (H1) holds wich will be cited later and

• There exists an increasing strictly convex function G : R+ −→R+ of class C1(R+)∩

C2(]0,+∞[) satisfying

G(0) =G′(0) = 0 and lim
t−→+∞

G′(t) = +∞,

such that

∫ +∞

0

g(s)
G−1(−g′(s)) ds+ sup

s∈R+

g(s)
G−1(−g′(s)) <+∞.

The author established a general decay estimate given in term of the convex function G. His

result generalizes the usual exponential and polynomial decay results found in the literature.

He considered two cases corresponding to the following two conditions on A and B:

∃a2 > 0 : ‖A
1
2v‖2 ≤ a2‖B

1
2v‖2, ∀v ∈ D(A

1
2 ). (0.26)

or

∃a2 > 0 : ‖A
1
2v‖2 ≤ a2‖A

1
2B

1
2v‖2, ∀v ∈ D(A

1
2B

1
2 ). (0.27)

The main question and difficulty of our study is that : can us get an optimal decay with

infinite memory for the polynomial case for the problem (0.21)-(0.22)? To overcome this

difficulty, we try to adopt the method introduced in [125] for finite history, with some

modifications imposed by the nature of our problem.
17



We shall present some necessary assumptions and prove some important inequalities that

will become useful in later stages.

Let us assume that

(H1) There exist positive constants a0 and a1 such that

a1‖v‖2 ≤ ‖B
1
2v‖2 ≤ a0‖A

1
2v‖2, ∀v ∈ D(A

1
2 ).

(H2) g : R+→ R+ is a differentiable nonincreasing function satisfying

0< g0 <
1
a0
.

(H3) There exists a nonincreasing differentiable function ξ : R+→ R+ and 1≤ p < 3
2 satis-

fying (1.6).

Equation (0.21)-(0.22) can be rewritten as an abstract linear first-order system of the

form 

Ut+AU(t) = 0, ∀t > 0,

U(0) = U0,
(0.28)

where U0 = (u0(0),u1,η0)T ∈H =D(A 1
2 )×H×L2

g(R+,D(B 1
2 )), U = (u,ut,ηt)T and

L2
g(R+,D(B 1

2 )) is the weighted space with respect to the measure g(s)ds defined by

L2
g(R+,D(B

1
2 )) =

{
z : R+ −→D(B

1
2 ),

∫ +∞

0
g(s)‖B

1
2 z(s)‖2 ds <+∞

}

endowed with the inner product

〈z1, z2〉
L2
g(R+,D(B

1
2 ))

=
∫ +∞

0
g(s)〈B

1
2 z1(s),B

1
2 z2(s)〉 ds.
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The operator A is defined by

A(v,w,z)T =
(
−w,Av−g0Bv+

∫ +∞

0
g(s)Bz(s) ds, ∂z

∂s
−w

)T
,

where g0 =
∫+∞
0 g(s) ds,

D(A) =
{

(v,w,z)T ∈H, v ∈ D(A), w ∈ D(A
1
2 )), z ∈ Lg,

∫ +∞

0
g(s)z(s) ds ∈ D(B)

}
,

and Lg =
{
z ∈ L2

g(R+,D(B 1
2 )),∂sz ∈ L2

g(R+,D(B 1
2 )), z(0) = 0

}
.

the space H endowed with the inner product

〈(v1,w1, z1)T ,(v2,w2, z2)T 〉H = 〈A
1
2v1,A

1
2v2〉−g0

〈
B

1
2v1,B

1
2v2

〉
+ 〈w1,w2〉

+〈z1, z2〉
L2
g(R+,D(B

1
2 ))

is a Hilbert space, Therefore, the classical semigroup theory implies that (see [149]), for any

U0 ⊂H, the system (0.28) has a unique weak solution

U ∈ C(R+,H).

Moreover, if U0 ∈ D(A), then the solution of (0.28) is classical; that is

U ∈ C1(R+,H)∩C(R+,D(A)).

We recall that the energy related with problem (0.21)-(0.22) is given by

E(t) = 1
2‖U(t)‖2H

= 1
2

(
‖A

1
2u(t)‖2−g0‖B

1
2u(t)‖2 +‖ut(t)‖2 +

∫ +∞

0
g(s)‖B

1
2ηt(s)‖2 ds

)
.

and satisfies

E′(t) = 1
2

∫ +∞

0
g′(s)‖B

1
2ηt(s)‖2 ds, ∀t ∈ R+, (0.29)
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Our main results in this part can be state as follows

Theorem 9. Assume that (H1), (H2) and (H3) hold.

(1) Let U0 ∈H and U be the solution of (0.21)− (0.22).

If (0.26) holds, and if,

∃m0 > 0 : ‖B
1
2u0(s)‖ ≤m0, ∀s > 0,

then there exists a positive constant C such that, for all t ∈ R+,

E(t)≤ C(1 + t)−
1

2p−2 ξ−
2p−1
2p−2 (t)

[
1 +

∫ t

0
(s+ 1)

1
2p−2 ξ

2p−1
2p−2 (s)h2p−1(s) ds

]
,

where h(t) = ξ(t)
∫+∞
t g(s) ds.

Moreover, if

∫ +∞

0
(1 + t)−

1
2p−2 ξ−

2p−1
2p−2 (t)

[
1 +

∫ t

0
(s+ 1)

1
2p−2 ξ

2p−1
2p−2 (s)h2p−1(s) ds

]
dt <+∞,

then, for all t ∈ R+,

E(t)≤ C(1 + t)−
1
p−1 ξ−

p
p−1 (t)

[
1 +

∫ t

0
(s+ 1)

1
p−1 ξ

p
p−1 (s)hp(s) ds

]
.

(2) Let UO ∈D(A)×D(A 1
2 )×L2

g(R+,D(A 1
2B

1
2 ) and U be the solution of (0.21)−(0.22).

If (0.27) holds, and if,

∃m0 > 0 : ‖A
1
2B

1
2u0(s)‖ ≤m0, ∀s > 0,

then there exists a positive constant C such that, for all t ∈ R+,

E(t)≤ C
(
E2(0) +E2p−1(0) +

∫ t
0 h

2p−1(s) ds∫ t
0 ξ

2p−1(s) ds

) 1
2p−1

,
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where

E2(t) = 1
2

(
‖Au(t)‖2−g0‖A

1
2B

1
2u(t)‖2 +‖A

1
2u′(t)‖2

)
+ 1

2

∫ +∞

0
g(s)‖A

1
2B

1
2ηt(s)‖2 ds.

Moreover, if

∫ +∞

0

(
E2(0) +E2p−1(0) +

∫ t
0 h

2p−1(s) ds∫ t
0 ξ

2p−1(s) ds

) 1
2p−1

<+∞,

then for all t ∈ R+,

E(t)≤ C
(
E2(0) +Ep(0) +

∫ t
0 h

p(s) ds∫ t
0 ξ

p(s) ds

) 1
p

.

The method of proof of Theorem 5 is based on multiplier method and makes use of the

general Young’s inequality and Jensen’s inequality, and some lemmas and corollary.

Finally, We illustrate the energy decay rate given by Thoerem 3 through an example and

we compare our results with the one of [68, 69].

The fourth part is devoted to some Hamilton-Jacobi equations.

We shall consider some systems of Hamilton-Jacobi equations as the following form

ut+ ∆2u= |∇v|α1 + |v|β1 in Ω× (0,∞),

vt+ ∆2v = |∇u|α2 + |u|β2 in Ω× (0,∞),

u= v = ∆u= ∆v = 0 on ∂Ω× (0,∞),

u(x,0) = u0(x), v(x,0) = v0(x) in Ω.

(0.30)
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where αi,βi, i= 1,2 are positive constants, such that αi,βi > 1.

with exponents in the nonlinearities.

Our aim is to investigate the existence of weak solutions for these systems , and the

blowing-up in finite time of the solutions, namely sufficient assumptions on the exponents

and the initial data which ensure these results.

This study is motivated by some recent works on parabolic equations with gradients nonlin-

earities (see[15, 102, 169]), and the references therein.

Our main results can be stated as follows

Theorem 10. (Existence of weak solutions)

Assume that

1< αi <
n+ 8
n+ 2 , 1< βi <

n+ 8
n

, i= 1,2. (0.31)

Then for all u0,v0 ∈ L2(Ω), there exists at least a maximal weak solution of problem (0.30)

Theorem 11. (Blow-up in finite time of solutions)

Suppose that

1< αi <
n+ 8
n+ 2 , 1< βi <

n+ 8
n

, i= 1,2.

Then for u0,v0 ∈ L2(Ω) and u0 or v0 sufficiently large, the problem (0.30) cannot admit a

globally defined weak solution.

The proofs are based on the Galerkin method and interpolation inequalities and Kaplan

method for the blowing-up in finite of the solutions.
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CHAPTER 2

Finite Time Blow-up of Solutions for a Nonlinear System of

Fractional Differential Equations

This chapter is the subject of the following publication:

Abdelaziz Mennouni; Abderrahmane Youkana.

Finite time blow-up of solutions for a nonlinear system of fractional differential equations .

Electronic Journal of Differential Equations, Vol. 2017 (2017), No. 152, pp. 1-15. ISSN:

1072-6691.

Abstract. In this work we study the blow-up in finite time of solutions for the Cauchy problem

of fractional ordinary equations

ut+a1
cDα1

0+u+a2
cDα2

0+u+ · · ·+an
cDαn

0+u=
∫ t

0

(t−s)−γ1

Γ(1−γ1) f(u(s),v(s))ds,

vt+ b1
cDβ1

0+v+ b2
cDβ2

0+v+ · · ·+ bn
cDβn

0+v =
∫ t

0

(t−s)−γ2

Γ(1−γ2) g(u(s),v(s))ds,

for t > 0, where the derivatives are Caputo fractional derivatives of order αi,βi, and f and g are

two continuously differentiable functions with polynomial growth. First, we prove the existence

and uniqueness of local solutions for the above system supplemented with initial conditions, then

we establish that they blow-up in finite time.

2000 Mathematics Subject Classification. 33E12, 34K37.

Keywords and phrases. Fractional differential equation; Caputo fractional derivative;

blow-up in finite time.
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1. Introduction

In this work, we study the system of ordinary fractional differential equations
ut+a1 cDα1

0+u+a2 cDα2
0+u+ ..+an

cDαn
0+u= 1

Γ(1−γ1)
∫ t
0(t− s)−γ1f(u(s),v(s))ds,

vt+ b1 cDβ1
0+v+ b2 cDβ2

0+v+ ..+ bn
cDβn

0+v = 1
Γ(1−γ2)

∫ t
0(t− s)−γ2g(u(s),v(s))ds,

(1.1)

for t > 0, with initial data

u(0) = u0 > 0, v(0) = v0 > 0, (1.2)

and where 0 < αi < 1, 0 < βi < 1, i = 1, . . . ,n, 0 < γj < 1, j = 1,2, f and g are two real

continuous differentiable functions defined on R×R, ai, bi i= 1, . . . ,n are positive constants,

Γ is the Euler function and cDαi
0+ , cDβi

0+ , i= 1, . . . ,n, are Caputo fractional derivatives.

In recent years, fractional differential equations have played an important role in the

study of models for many phenomena in various fields of physics, biology and engineering,

such as aerodynamics, viscoelasticity, control of dynamic systems, electrochemistry, porous

media, etc (see [16, 18, 75, 167]), and the references therein; their study attracted the

attention of many researchers (see for instance [88, 90, 110, 140]), and the references

therein. In addition, a particular attention was given for the study of the local existence and

uniqueness of solutions for these systems and their properties like the blow-up in finite time,

the global existence, the asymptotic behavior, etc. (see [18, 90, 110, 140]).

In [89], the profile of the blowing-up solutions has been investigated for the following

nonlinear nonlocal system:

ut(t) +Dα
0+(u−u0)(t) = |v(t)|q, t > 0, q > 1,

vt(t) +Dβ
0+(v−v0)(t) = |u(t)|p, t > 0, p > 1,

u(0) = u0 > 0, v(0) = v0 > 0,
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as well as for solutions of systems obtained by dropping either the usual derivatives or the

fractional derivatives.

In [80], some results on the blow-up of the solutions and lower bounds of the maximal

time have been established for the system

ut(t) +ρDα
0+(u−u0)(t) = ev(t), t > 0, ρ > 0,

vt(t) +σDβ
0+(v−v0)(t) = eu(t), t > 0, σ > 0,

u(0) = u0 > 0, v(0) = v0 > 0,

and the subsystem obtained by dropping the usual derivatives.

In the spirit of the interesting works [56, 80, 89], we prove that the non global existence

of solutions to (1.1)-(1.2) holds for polynomial nonlinearities. For the existence of solutions

for the system (1.1)-(1.2), we will use the Schauder theorem.

Our paper is organized as follows: In Section 2, we give some preliminary results for

fractional derivatives. In Section 3, we will prove the local existence and uniqueness of the

solutions. In Section 4, we will state and prove our main result on the blow- up in finite

time of solutions for system (1.1)-(1.2).

2. Preliminaries and mathematical background

For the convenience of the reader, we recall basic facts from fractional calculus,for more

details on fractional calculus see [166, 87]

The Riemann-Liouville fractional integral of order 0<α< 1 with lower limit 0 is defined

for a locally integrable function ϕ : R+→ R by

Jα0+ϕ(t) = 1
Γ(α)

∫ t

0

ϕ(s)
(t− s)1−αds, t > 0,

where Γ is the Euler Gamma function.
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The left-handed and right-handed Riemann-Liouville fractional derivatives of order α

with 0< α < 1 of a continuous function ψ(t) are defined by

Dα
0+ψ(t) = 1

Γ(1−α)
d

dt

∫ t

0

ψ(s)
(t− s)αds, t > 0,

and

Dα
T−ψ(t) =− 1

Γ(1−α)
d

dt

∫ T

t

ψ(s)
(s− t)αds, t > 0,

respectively. One can see that

d

dt
J1−α

0+ ψ(t) =Dα
0+ψ(t), t > 0.

The integration by parts formula (see [167]) in [0,T ] reads

∫ T

0
h(t)Dα

0+k(t)dt=
∫ T

0
(Dα

T−h(t))k(t)dt,

for functions h,k in C([0,T ]) such that Dα
0+k and Dα

T−h are continuous.

The Caputo fractional derivative of order 0< α< 1 of an absolutely continuous function

φ(t) of order 0< α < 1 is defined by

cDα
0+φ(t) = J1−α

0+

d

dt
φ(t) = 1

Γ(1−α)

∫ t

0
(t− s)−αφ′(s)ds.

The relation between the Riemann-Liouville and the Caputo fractional derivatives for an

absolutely continuous function φ(t) is given by

cDα
0+φ(t) =Dα

0+(φ(t)−φ(0)), 0< α < 1.

3. Existence and uniqueness of solutions

In this section, we deal with the existence and uniqueness of local solutions for problem

(1.1)-(1.2). We say that (u,v) is a local classical solution if it satisfies equations (1.1)-(1.2)

on some interval (0,T ∗). Our main result in this section reads as follows.
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Theorem 12. Assume that the functions f and g are of class C1(R×R,R). Then system

(1.1)-(1.2) admits a unique local classical solution on a maximal interval (0,Tmax) with the

alternative: either Tmax = +∞ and the solution is global; or

Tmax <+∞ and lim
t→Tmax

(|u(t)|+ |v(t)|) = +∞.

Proof. For the sake of completeness, we give the proof of the existence of solutions of

(1.1)-(1.2). Let k > 0 be a positive constant and

h := min{σ1, σ2}> 0, (3.1)

where

σ1 := min
{

min
1≤i≤n

( 1
2n2āmax1≤i≤n( 1

Γ(2−αi))

) 1
1−αi

,
(
kΓ(2−γ1)

2M

) 1
1−γ1

}
,

σ2 := min
{

min
1≤i≤n

( 1
2n2b̄max1≤i≤n

1
Γ(2−βi))

) 1
1−βi

,
(
kΓ(2−γ2)

2M

) 1
1−γ2

}
,

ā= max
1≤i≤n

{ai}, b̄= max
1≤i≤n

{bi},

and M is a positive constant which will be defined later.

Let C([0,h])×C([0,h]) be the space of all continuous functions (χ,ψ) on [0,h] equipped with

the norm

‖(χ,ψ)‖∞ = max(‖χ‖∞, ‖ψ‖∞),

where

‖χ‖∞ = max
0≤t≤h

|χ(t)|, ‖ψ‖∞ = max
0≤t≤h

|ψ(t)|.

For simplicity, we assume α1 ≤ α2 ≤ ·· · ≤ αn and β1 ≤ β2 ≤ ·· · ≤ βn.

27



Now, in order to prove the existence of solutions for problem (1.1)-(1.2), we rewrite it as

a system of integral equations in C([0,h])×C([0,h]),

x(t) =−a1J
1−α1
0+ x(t)−a2J

1−α2
0+ x(t)−·· ·−anJ1−αn

0+ x(t) +J1−γ1
0+ f(u0

+
∫ t

0
x(s)ds,v0 +

∫ t

0
y(s)ds),

y(t) =−b1J1−β1
0+ y(t)− b2J1−β2

0+ y(t)−·· ·− bnJ1−βn
0+ y(t) +J1−γ2

0+ g(u0

+
∫ t

0
x(s)ds,v0 +

∫ t

0
y(s)ds),

(3.2)

via the transformation

u(t) = u0 +
∫ t

0
x(s)ds, v(t) = v0 +

∫ t

0
y(s)ds,

and the relation cDα
0+ψ(t) = J1−α

0+
d
dtψ(t), and we shall prove the existence of local solutions

for (3.2).

Let us define the operator A : C([0,h])×C([0,h])→ C([0,h])×C([0,h]) by

A(x,y) = (A1(x,y), A2(x,y)),

where
A1(x(t),y(t)) =−

n∑
i=1

aiJ
1−αi
0+ x(t)

+J1−γ1
0+ f

(
u0 +

∫ t

0
x(s)ds,v0 +

∫ t

0
y(s)ds

)
,

A2(x(t),y(t)) =−
n∑
i=1

biJ
1−βi
0+ y(t)

+J1−γ2
0+ g

(
u0 +

∫ t

0
x(s)ds,v0 +

∫ t

0
y(s)ds

)
.

(3.3)

Let us define the set

D :=
{

(x,y) ∈ C([0,h])×C([0,h]), ‖(x,y)‖∞ = sup(‖x‖∞, ‖y‖∞)≤ k},

as a domain of the operator A, which is a convex, bounded, and closed subset of the Banach

space C([0,h])×C([0,h]). Since f and g are continuously differentiable on [u0− kh,u0 +
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kh]× [v0−kh,v0 +kh], there exists a positive constant M such that, for any t in [0,h] and

any (x,y) in D,

∣∣∣f(u0 +
∫ t

0
x(s)ds, v0 +

∫ t

0
y(s))ds

∣∣∣≤M, (3.4)
∣∣∣g((u0 +

∫ t

0
x(s)ds, v0 +

∫ t

0
y(s))ds

∣∣∣≤M, (3.5)

and for any (uj ,vj) in [u0−kh,u0 +kh]× [v0−kh,v0 +kh], j = 1,2, and any t in [0,h], there

exist two positive constants L1 and L2 depending on u0,v0,k,h and on f and g respectively

such that

|f(u1(t),v1(t))−f(u2(t),v2(t))| ≤ L1‖(u1(t)−u2(t),v1(t)−v2(t))‖, (3.6)

|g(u1(t),v1(t))−g(u2(t),v2(t))| ≤ L2‖(u1(t)−u2(t),u1(t)−u2(t))‖, (3.7)

where ‖(u1(t)−u2(t),v1(t)−v2(t))‖=|u1(t)−u2(t)|+ |v1(t)−v2(t)|.

Now, by using (3.1) and (3.6) and (3.7), for all z1 = (x1,y1) ∈ D and z2 = (x2,y2) ∈ D

satisfying ‖z1− z2‖∞ < δ, where δ is a positive constant which will be defined later, we
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obtain

‖A1(z1)−A1(z2)‖∞

= sup
0≤t≤h

|−
n∑
i=1

aiJ
1−αi
0+ x1(t) +J1−γ1

0+ f(u0 +
∫ t

0
x1(s)ds, v0 +

∫ t

0
y1(s)ds)

+
n∑
i=1

aiJ
1−αi
0+ x2(t)−J1−γ1

0+ f(u0 +
∫ t

0
x2(s)ds, v0 +

∫ t

0
y2(s)ds) |

≤ sup
0≤t≤h

|−
n∑
i=1

aiJ
1−αi
0+ (x1(t)−x2(t))

+J1−γ1
0+ {f(u0 +

∫ t

0
x1(s)ds,v0 +

∫ t

0
y1(s)ds)

−f(u0 +
∫ t

0
x2(s)ds,v0 +

∫ t

0
y2(s)ds)}|

≤
n∑
i=1

ai
Γ(1−αi)

∫ h

0
(t− s)−αi‖z1− z2‖∞ds+ L1

Γ(2−γ1)h
2−γ1‖z1− z2‖∞

≤
(
nā max

1≤ i≤n
{ 1

Γ(2−αi)
}
n∑
i=1

h1−αi + L1
Γ(2−γ1) h

2−γ1
)
δ,

(3.8)

and in the same way, we obtain

‖A2(z1)−A2(z2)‖∞ ≤
(
nb̄ max

1≤ i≤n
{ 1

Γ(2−βi)
}
n∑
i=1

h1−βi + L2
Γ(2−γ2)h

2−γ2
)
δ. (3.9)

Now, given an ε > 0, pick δ = min
{
ε
ω1
, εω2

}
, where

ω1 := nā max
1≤ i≤n

{ 1
Γ(2−αi)

} n∑
i=1

h1−αi
i + L1

Γ(2−γ1)h
2−γ1 ,

ω2 := nb̄ max
1≤ i≤n

{ 1
Γ(2−βi)

} n∑
i=1

h1−βi
i + L2

Γ(2−γ2)h
2−γ2 .
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One can see that ‖A(z1)−A(z2)‖∞ < ε, consequently, A is a continuous operator on D.

Next, from (3.3), (3.4), (3.5) and (3.1), for all z = (x,y) ∈D we have

‖A1(z)‖∞ ≤ sup
0≤t≤h

∣∣∣∣ n∑
i=1

ai
Γ(1−αi)

∫ t

0
(t− s)−αix(s)ds

+ 1
Γ(1−γ1)

∫ t

0
(t− s)−γ1f(u0 +

∫ t

0
x(s)ds,v0 +

∫ t

0
y(s))ds

∣∣∣∣
≤

n∑
i=1

ai
Γ(1−αi)

‖z‖∞
∫ h

0
(t− s)−αids+ 1

Γ(1−γ1)

∫ t

0
(t− s)−γ1Mds

≤ nkā max
1≤i≤n

{ 1
Γ(2−αi)

} n∑
i=1

h1−αi + 1
Γ(2−γ1)Mh1−γ1 ≤ k. (3.10)

and

‖A2(z)‖∞ ≤ sup
0≤t≤h

∣∣∣ n∑
i=1

bi
Γ(1−βi)

∫ t

0
(t− s)−βix(s)ds+ 1

Γ(2−γ2)Mh1−γ1
∣∣∣

≤
n∑
i=1

ai
Γ(1−βi)

‖z‖∞
∫ h

0
(t− s)−βids+ 1

Γ(2−γ2)Mh1−γ2

≤ nkb̄ max
1≤i≤n

{ 1
Γ(2−βi)

} n∑
i=1

h1−βi + 1
Γ(2−γ2)Mh1−γ2 ≤ k. (3.11)

Inequalities (3.10) and (3.11) assert that A(D) ⊂ D. Thus, the set A(D) is uniformly

bounded. Now, for all 0≤ t1≤ t2≤ h with |t1−t2|<η, and all z= (x,y)∈C([0,h])×C([0,h]),
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from (3.6) we have

|A1( z(t1))−A1( z(t2) )|=
∣∣∣∣−∑n

i=1
ai

Γ(1−αi)
∫ t1
0 (t1− s)−αix(s)ds

+ 1
Γ(1−γ1)

∫ t1
0 (t1− s)−γ1f(u0 +

∫ s
0 x(τ)dτ,v0 +

∫ s
0 y(τ)dτ)ds

+ ∑n
i=1

ai
Γ(1−αi)

∫ t2
0 (t2− s)−αix(s)ds

− 1
Γ(1−γ1)

∫ t2
0 (t2− s)−γ1f(u0 +

∫ s
0 x(τ)dτ, v0 +

∫ s
0 y(τ)dτ)ds

∣∣∣∣
≤ ∑n

i=1
ai

Γ(1−αi)
∫ t1
0
(
(t1− s)−αi− (t2− s)−αi

)
|x(s)|ds

+ ∑n
i=1

ai
Γ(1−αi)

∫ t2
t1 (t2− s)−αi|x(s)|ds

+ 1
Γ(1−γ1)

∫ t1
0
(
(t1− s)−γ1− (t2− s)−γ1

)
×

∣∣∣∣f(u0 +
∫ s
0 x(τ)dτ,v0 +

∫ s
0 y(τ)dτ)

∣∣∣∣ds
+ 1

Γ(1−γ1)
∫ t2
t1 (t2− s)−γ1

∣∣∣∣f(u0 +
∫ s
0 x(τ)dτ,v0 +

∫ s
0 y(τ)dτ)

∣∣∣∣ds
≤ kā

∑n
i=1

1
Γ(2−αi)(t2− t1)1−αi + 2M

Γ(2−γ1)(t2− t1)1−γ1 .(3.12)

Similarly, we obtain

|A2(z(t1))−A2(z(t2))|

≤ kb̄
n∑
i=1

1
Γ(2−βi)

(t2− t1)1−βi + 2M
Γ(2−γ2)(t2− t1)1−γ2 .

(3.13)

From (3.12) and (3.13) it yields that A(D) is equicontinuous, and so by using Arzela-Ascoli

theorem, we find that A(D) is relatively compact in C([0,h])×C([0,h]).

Finally, by Schauder theorem, we conclude that the operator A has at least one fixed

point, this means that the system of integral equations (3.2) has at least one local continuous

solution (x,y) defined on [0,h]. Now, since for all t ∈ [0,h],

u(t) = u0 +
∫ t

0
x(s)ds, v(t) = v0 +

∫ t

0
y(s)ds, (3.14)
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where x and y are solutions of system (3.2) of integral equations, it follows that u′(t) = x(t),

v′(t) = y(t) for any t in (0,h).

Using the definition of Caputo fractional derivative, we find for all t in (0,h),

cDαi
0+u(t) = J1−αi

0+ x(t) = 1
Γ(1−αi)

∫ T

0
(t− s)−αix(s)ds, i= 1, . . . ,n,

cDβi
0+v(t) = J1−βi

0+ y(t) = 1
Γ(1−βi)

∫ T

0
(t− s)−βiy(s)ds, i= 1, . . . ,n.

(3.15)

Combining (3.14), (3.15) and (3.2), for all t in (0,h) we obtain

u′(t) +
n∑
i=1

aiJ
1−αi
0+

du(t)
dt

= J1−γ1
0+ f(u(s),v(s))

v′(t) +
n∑
i=1

biJ
1−βi
0+

dv(t)
dt

= J1−γ2
0+ g(u(s),v(s)).

(3.16)

Since (u(0),v(0)) = (u0,v0), we conclude that (u,v) is a classical solution for (1.1)-(1.2) on

(0,h), and this solution may be extended (see [30]) to a maximal interval (0,Tmax) with the

alternative: either Tmax = +∞ and the solution is global; or

Tmax <+∞ and lim
t→Tmax

(|u(t)|+ |v(t)|) = +∞.

Next, we shall prove uniqueness. Assume that the Cauchy problem (1.1)-(1.2) admits

two classical solutions (u1,v1) and (u2,v2) with the same initial data (u0,v0) on (0,Tmax).

Observe that for all t ∈ (0,ρ) with ρ < Tmax, these solutions satisfy the following equalities:

(u1−u2)t+
n∑
i=1

aiD
αi
0+(u1−u2) = J1−γ1

0+ (f(u1,v1)−f(u2,v2)),

(v1−v2)t+
n∑
i=1

biD
βi
0+(v1−v2) = J1−γ2

0+ (g(u1,v1)−g(u2,v2)).
(3.17)
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Integrating (3.17) over (0, t) yields

(u1−u2)(t) +
∫ t

0

n∑
i=1

aiD
αi
0+(u1−u2)(s))ds

=
∫ t

0
J1−γ1

0+ (f(u1(s),v1(s))−f(u2(s),v2(s)))ds

(v1−v2)(t) +
∫ t

0

n∑
i=1

bi D
βi
0+(u1−u2)(s))ds

=
∫ t

0
J1−γ2

0+ (g(u1(s),v1(s))−g(u2(s),v2(s)))ds.

(3.18)

Let θ := max{α1,α2, . . . ,αn,β1,β2, . . . ,βn,γ1,γ2}. Using (3.18) and the fact that f and g are

locally Lipshitz on [0,h], thanks to (3.6) and (3.7), for all t ∈ (0,ρ), we have

|u1(t)−u2(t)≤
∫ t
0

(∑n
i=1

ai
Γ(1−αi)(t− s)−αi +L1

(t−s)−γ1
Γ(1−γ1)

)
‖u1(s)−u2(s),v1(s)−v2(s))‖ds

≤
∫ t
0

{∑n
i=1

ai
Γ(1−αi)(t− s)θ−αi

+ L1
Γ(1−γ1)(t− s)θ−γ1}(t− s)−θ‖u1(s)−u2(s),v1(s)−v2(s))‖ds

≤ d1
∫ t
0(t− s)−θ‖u1(s)−u2(s),v1(s)−v2(s))‖ds (3.19)

where

d1 := nā max
1≤i≤n

{ 1
Γ(1−αi)

ρθ−αi
}

+ L1
Γ(1−γ1)ρ

θ−γ1 ,

and

‖u1(t)−u2(t), v1(t)−v2(t))‖= |u1(t)−u2(t)|+ |v1(t)−v2(t)|.

34



Similarly,

|v1(t)−v2(t)| ≤
∫ t

0

( n∑
i=1

bi
Γ(1−βi)

(t− s)−βi

+L2
(t− s)−γ2

Γ(1−γ2)

)
‖u1(s)−u2(s),v1(s)−v2(s))‖ds

≤
∫ t

0

{ n∑
i=1

bi
Γ(1−βi)

(t− s)θ−βi + L2
Γ(1−γ2)(t− s)θ−γ2

}

× (t− s)−θ‖u1(s)−u2(s),v1(s)−v2(s))‖ds

≤ d2

∫ t

0
(t− s)−θ‖u1(s)−u2(s),v1(s)−v2(s)‖ds, (3.20)

where

d2 := nb̄ max
1≤i≤n

{ 1
Γ(1−βi)

ρθ−βi
}

+ L2
Γ(1−γ2)ρ

θ−γ2 .

Then from (3.19) and (3.20), we find

‖(u1(t)−u2(t),v1(t)−v2(t)‖

≤ (d1 +d2)
∫ t

0
(t− s)−θ‖u1(s)−u2(s),v1(s)−v2(s)‖ds ∀t ∈ (0,ρ).

(3.21)

Finally using Gronwall’s inequality (see [74, p. 6]), we deduce the uniqueness and this

completes the proof. �

4. Blow up results

Our main result of this study concerns the blow up of solutions of the system (1.1)-(1.2)

whenever the nonlinear terms satisfy certain growth conditions. Our main result reads as

follows.

Theorem 13. Assume that the assumptions of Theorem 12 hold, and that the functions

f and g satisfy the growth conditions:

f(ξ,η)≥ a|η|q, for all ξ,η ∈ R, (4.1)

g(ξ,η)≥ b|ξ|p, for all ξ,η ∈ R, (4.2)
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for some positive constants a, b. Then for all positive initial data, the solution of (1.1)-(1.2)

blows up in a finite time.

Proof. We proceed by contradiction. We assume that Tmax = +∞ and we consider the

function used in [56]

φ(t) =


T−λ(T − t)λ for t ∈ [0,T ], λ� 1,

0 for t > T.

(4.3)

Then by multiplying the first equation in (1.1) by φ and integrating over (0,T ), we obtain

∫ T

0
ut(t)φ(t)dt+

∫ T

0

n∑
i=1

ai(Dαi
0+(u(t)−u0))φ(t)dt

=
∫ T

0
(J1−γ1

0+ f(u(t),v(t)))φ(t)dt.
(4.4)

Let

ψ(t) :=
∫ t

0
φ(s)ds=− 1

λ+ 1T
−λ(T − t)λ+1 t ∈ [0,T ].

Integrating by parts, and since ψ(T ) = 0, yields
∫ T

0
(J1−γ1

0+ f(u(t),v(t)))φ(t)dt=−
∫ T

0

d

dt
(J1−γ1

0+ f(u(t),v(t)))ψ(t)dt

=−
∫ T

0
(Dγ1

0+
f(u(t),v(t)))ψ(t)dt

=−
∫ T

0
(Dγ1

T−
ψ(t))f((u(t),v(t))dt.

(4.5)

Recall (see [56]) the formulas

D
γj
T−φ(t) = Cλ,γjT

−λ(T − t)λ−γj , whereCλ,γj = λΓ(λ−γj)
Γ(λ−2γj + 1) ,

and

D
γj
T−ψ(t) =− 1

λ+ 1Cλ+1,γjT
−λ(T − t)λ+1−γj =−C ′λ,γjφ(t)(T − t)1−γj , (4.6)
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for j = 1,2, where C ′λ,γj = 1
λ+1Cλ+1,γj , j = 1,2. Then

−
∫ T

0
(Dγ1

0+
ψ(t))f(u(t),v(t))dt=

∫ T

0
C ′λ,γ1φ(t)(T − t)1−γ1f(u(t),v(t))dt. (4.7)

From (4.4), (4.5) and (4.7) and since u0 is positive and φ is in C1([0,T ]), thanks to (4.3), an

integration by parts yields

C ′λ,γ1

∫ T

0
φ(t)(T − t)1−γ1f(u(t),v(t))dt

≤−
∫ T

0
u(t)φ′(t)dt+

n∑
i=1

∫ T

0
u(t)Dαi

T−
(aiφ(t))dt.

(4.8)

Observe that if p′ is the conjugate of p, then

∫ T

0
u(t)(−φ′(t))dt =

∫ T

0
u(t)(φ(t))

1
p (φ(t))−1/p(T − t)

1−γ2
p (T − t)

−(1−γ2)
p (−φ′(t))dt

≤ C ′λ,γ2

b

4

∫ T

0
|u(t)|pφ(t)(T − t)1−γ2 dt

+
( 4
bC ′λ,γ2

)p′/p ∫ T

0
(φ(t))−p

′/p(T − t)−(1−γ2)p
′
p |(φ′(t))|p

′
dt

≤ C ′λ,γ2

1
4

∫ T

0
g(u(t),v(t))φ(t)(T − t)1−γ2dt

+
( 4
bC ′λ,γ2

)p′/p ∫ T

0
(φ(t))−p

′/p(T − t)−(1−γ2)p
′
p |φ′(t)|p

′
dt, (4.9)
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and for all 1≤ i≤ n,
∫ T

0
u(t)(Dαi

T−
(aiφ(t))dt

=
∫ T

0
u(t)(φ(t))

1
p (φ(t))−

1
p (T − t)

1−γ2
p (T − t)

−(1−γ2)
p Dαi

T−
(aiφ(t))dt

≤ C ′λ,γ2

b

4n

∫ T

0
|u(t)|pφ(t)(T − t)1−γ2dt

+
( 4n
bC ′λ,γ2

)p′/p
ap
′

i

∫ T

0
(φ(t))−p

′/p(T − t)−(1−γ2)p
′
p |(Dαi

T−
φ(t))|p

′
dt

≤ C ′λ,γ2

1
4n

∫ T

0
g(u(t),v(t))φ(t)(T − t)1−γ2dt

+
( 4n
bC ′λ,γ2

)p′/p
āp
′
∫ T

0
(φ(t))−p

′/p(T − t)−(1−γ2)p′/p|(Dαi
T−
φ(t))|p

′
dt.

(4.10)

Furthermore,

C ′λ,γ1

∫ T

0
f(u(t),v(t))φ(t)(T − t)1−γ1dt

≤ 1
2C
′
λ,γ2

∫ T

0
g(u(t),v(t))φ(t)(T − t)1−γ2 dt

+
( 4
bC ′λ,γ2

)p′/p ∫ T

0
(φ(t))−p

′/p(T − t)−(1−γ2)p
′
p |φ′(t)|p

′
dt

+ āp
′
( 4n
bC ′λ,γ2

)p′/p n∑
i=1

∫ T

0
(φ(t))−p

′/p(T − t)−(1−γ2)p
′
p |Dαi

T−
φ(t))|p

′
dt.

(4.11)

Analogously, if q′ is the conjugate of q, we obtain

C ′λ,γ2

∫ T

0
g(u(t),v(t))φ(t)(T − t)1−γ2dt

≤−
∫ T

0
v(t)φ′(t)dt+

n∑
i=1

∫ T

0
v(t)Dβi

T−
( bi(t)φ(t))dt

≤ 1
2C
′
λ,γ1

∫ T

0
f(u(t),v(t))φ(t)(T − t)1−γ1dt

+
( 4
aC ′λ,γ1

)q′/q ∫ T

0
(φ(t))−q

′/q(T − t)−(1−γ1)q′/q|φ′(t)|q
′
dt

+ b̄q
′
( 4n
aC ′λ,γ1

)q′/q n∑
i=1

∫ T

0
(φ(t))−q

′/q(T − t)−(1−γ1)q′/q|Dβi
T−φ(t)|q

′
dt.

(4.12)

38



Denote

A := C ′λ,γ1

∫ T

0
f(u(t),v(t))φ(t)(T − t)1−γ1dt,

B := C ′λ,γ2

∫ T

0
g(u(t),v(t))φ(t)(T − t)1−γ2dt,

C :=
∫ T

0
(φ(t))−p

′/p(T − t)−(1−γ2)p
′
p |φ′(t) |p

′
dt,

D :=
∫ T

0
(φ(t))−q

′/q(T − t)−(1−γ1)q′/q|φ′(t)|q
′
dt,

E :=
∫ T

0
(φ(t))−p

′/p(T − t)−(1−γ2)p
′
p

n∑
i=1
|Dαi

T−φ(t)|p
′
dt,

F :=
∫ T

0
(φ(t))−q

′/q(T − t)−(1−γ1)q′/q
n∑
i=1
|Dβi

T−φ(t)|q
′
dt.

From (4.11) and (4.12) we have

A≤ 1
2B+

( 4
bC ′λ,γ2

)p′/p
(C+np

′/pāp
′
E),

B ≤ 1
2A+

( 4
aC ′λ,γ1

)q′/q
(D+nq

′/q b̄q
′
F ),

then

A≤ 1
2

(1
2A+

( 4
aC ′λ,γ1

)q′/q
(D+nq

′/q b̄q
′
F )
)

+
( 4
bC ′λ,γ2

)p′/p
(C+n

p′
p āp

′
E)

= 1
4A+ 1

2

( 4
aC ′λ,γ1

)q′/q
(D+nq

′/q b̄q
′
F ) +

( 4
bC ′λ,γ2

)p′/p
(C+n

p′
p āp

′
E);

thus

A≤ 2
3

( 4
aC ′λ,γ1

)q′/q
(D+nq

′/q b̄q
′
F ) + 4

3

( 4
bC ′λ,γ2

)p′/p
(C+n

p′
p āp

′
E)
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and

B ≤ 1
2

(2
3

( 4
aC ′λ,γ1

)q′/q
(D+nq

′/q b̄q
′
F ) + 4

3

( 4
bC ′λ,γ2

)p′/p
(C+n

p′
p āp

′
E)
)

+
( 4
aC ′λ,γ1

)q′/q
(D+nq

′/q b̄q
′
F )

≤ 4
3

( 4
aC ′λ,γ1

)q′/q
(D+nq

′/q b̄q
′
F ) + 2

3

( 4
bC ′λ,γ2

)p′/p
(C+n

p′
p āp

′
E).

Taking into account (4.4), (4.9) and (4.10), we deduce that

u0

∫ T

0
Dα1
T−
φ(t)dt = u0

a1

∫ T

0
Dα1
T−

(a1φ(t))dt

≤ 1
a1

(
−
∫ T

0
u(t) φ′(t)dt+

∫ T

0

n∑
i=1

u(t) Dαi
T−

(aiφ(t))dt
)

≤ 1
a1

(1
2B+

( 4
bC ′λ,γ2

)p′/p
(C+n

p′
p āp

′
E)
)

≤ 1
a1

(2
3

( 4
aC ′λ,γ1

)q′/q
(D+nq

′/q b̄q
′
F ) + 4

3

( 4
bC ′λ,γ2

)p′/p
(C+n

p′
p āp

′
E)
)
.

For λ >max{p
′

p +p′−1, q
′

q + q′−1}, it holds

∫ T

0
Dαi
T−
φ(t)dt= Cαi,λT

1−αi , (4.13)

where

Cαi,λ = Γ(λ+ 1)
Γ(λ−αi+ 2) , ∀1≤ i≤ n.

Also there exists a positive constant K such that

C ≤KT (γ2−1)p
′
p +1−p′ , D ≤KT (γ1−1) q

′
q +1−q′ ,

E ≤K
n∑
i=1

T (γ2−1)p
′
p +1−p′αi , F ≤K

n∑
i=1

T (γ1−1) q
′
q +1−q′βi , ∀1≤ i≤ n. (4.14)
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Consequently,

u0

∫ T

0
Dα1
T−
φ(t)dt

≤ 2
3a1

( 4
aC ′λ,γ1

)q′/q
K
(
T (γ1−1) q

′
q +1−q′+nq

′/q b̄q
′ n∑
i=1

T (γ1−1) q
′
q +1−q′βi

)

+ 4
3a1

( 4
bC ′λ,γ2

)p′/p
K
(
T (γ2−1)p

′
p +1−p′+n

p′
p āp

′ n∑
i=1

T (γ2−1)p
′
p +1−p′αi

)
.

(4.15)

Using (4.13) and (4.15), we obtain

u0 ≤ C−1
α1,λ

K
{ 2

3a1

( 4
aC ′λ,γ1

)q′/q(
T (γ1−1) q

′
q +α1−q′

+nq
′/q b̄q

′ n∑
i=1

T (γ1−1) q
′
q +α1−q′βi

)}

+C−1
α1,λ

K
{ 4

3a1

( 4
bC ′λ,γ1

)p′/p(
T (γ2−1)p

′
p +α1−p′

+n
p′
p āp

′ n∑
i=1

T (γ2−1)p
′
p +α1−p′αi

)}
.

(4.16)

Similarly we obtain

v0

∫ T

0
Dβ1
T−
φ(t)dt ≤ 1

b1

(1
2A+

( 4
aC ′λ,γ1

)q′/q
(D+nq

′/q b̄q
′
F )
)

≤ C−1
β,λ

( 4
3b1

( 4
aC ′λ,γ1

)q′/q
(D+nq

′/q b̄q
′
F )

+ 2
3b1

( 4
bC ′λ,γ2

)p′/p
(C+n

p′
p āp

′
E)
)
, (4.17)
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which yields

v0 ≤ C−1
β1,λ

K
{ 4

3b1

( 4
aC ′λ,γ1

)q′/q(
T (γ1−1) q

′
q +β1−q′

+nq
′/q b̄q

′ n∑
i=1

T (γ1−1) q
′
q +β1−q′βi

)}

+C−1
β1,λ

K
{ 2

3b1

( 4
bC ′λ,γ2

)p′/p(
T (γ2−1)p

′
p +β1−p′

+n
p′
p āp

′ n∑
i=1

T (γ2−1)p
′
p +β1−p′αi

)}
.

(4.18)

One can observe that

(γ1−1)q
′

q
+α1− q′ < 0, (γ2−1)p

′

p
+α1−p′ < 0,

(γ1−1)q
′

q
+β1− q′ < 0, (γ2−1)p

′

p
+β1−p′ < 0,

(γ2−1)p
′

p
+α1−p′αi < 0, (γ1−1)q

′

q
+β1− q′βi < 0, ∀1≤ i≤ n,

(γ2−1)p
′

p
+β1−p′αi < β1−α1, (γ1−1)q

′

q
+α1− q′βi < α1−β1,

∀1≤ i≤ n.

(4.19)

Inequalities (4.19) reduce to

(γ2−1)p
′

p
+β1−p′αi < 0, ∀1≤ i≤ n,

or

(γ1−1)q
′

q
+α1− q′βi < 0, ∀1≤ i≤ n.

Taking the limit when T approaches infinity in (4.16) and (4.18), we find

0< u0 ≤ 0 or 0< v0 ≤ 0. (4.20)

This leads to a contradiction and consequently the maximal time of existence for the solution

to (1.1)-(1.2) is finite and this completes the proof. �
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CHAPTER 3

A General Decay and Optimal Decay Result in a Heat System

with a Viscoelastic Term

This chapter is the subject of a submitted paper :

Abderrahmane Youkana; Salim A. Messaoudi; Aissa Guesmia.

A General Decay and Optimal Decay Result in a Heat System with a Viscoelastic Term.

Abstract. We consider a quasilinear heat system in the presence of an integral term and es-

tablish a general and optimal decay result which improves and generalizes several stability results

in the literature.

2000 Mathematics Subject Classification. 35B35; 35B40; 35B60.

Keywords and phrases. General decay, Optimal decay, Relaxation function, Viscoelastic

quasilinear heat equation

1. Introduction

In this work, we consider the following problem:
A(t)|ut|m−2ut−∆u+

∫ t
0 g(t− s)∆u(x,s) ds= 0 in Ω× (0,+∞),

u(x,t) = 0 in ∂Ω× IR+,

u(x,0) = u0(x) in Ω,

(1.1)

where m≥ 2, Ω is a bounded domain of IRn, n∈ IN∗, with a smooth boundary ∂Ω, g : IR+→

IR+ is a positive nonincreasing function, and A : IR+→Mn(IR) is a bounded square matrix
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satisfying A ∈ C(IR+) and, for some positive constant c0,

(A(t)v,v)≥ c0|v|2, ∀t ∈ IR+, ∀v ∈ IRn, (1.2)

where (., .) and |.| are the inner product and the norm, respectively, in IRn. The equation

in consideration arises from various mathematical models in engineering and physics. For

instance, in the study of heat conduction in materials with memory, the classical Fourier law

is replaced by the following form (cf. [145]):

q =−d∇u−
∫ t

−∞
∇(k(x,t)u(x,τ)) dτ,

where u is the temperature, d the diffusion coefficient and the integral term represents

the memory effect in the material. This type of problems has considered by a number of

researchers; see [145, 158, 177] and the references therein. From a mathematical point

of view, we expect that the integral term would be dominated by the leading term in the

equation, so that the theory of parabolic equation can be applied. In fact, this has been

confirmed by the work of Yin [177], in which he considered a general equation of the form

ut = divA(x,t,u,ux) +a(x,t,u,ux) +
∫ t

0
divB(x,t,τ,u,ux) dτ

and proved the existence of a unique weak solution under suitable conditions on A, B and a.

See more results concerning global existence and asymptotic behavior in Nakao and Ohara

[142], Nakao and Chen [143], and Engler et al. [47]. Pucci and Serrin [159] discussed the

following system:

A(t)|ut|m−2ut = ∆u−f(x,u),

for m> 1 and f satisfying

(f(x,u),u)≥ 0

and showed that strong solutions tend to the rest state as t→ +∞, however, no rate of

decay has been given. Berrimi and Messaoudi [1] showed that, if A satisfies (1.2), then
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solutions with small initial energy decay exponentially for m = 2 and polynomially if m >

2. Messaoudi and Tellab [124] considered (1.1), under condition (1.2) and for relaxation

function g satisfying a general decay condition of the form

g′(t)≤−ξ(t)g(t), ∀t ∈ IR+,

for some nonincreasing differentiable function ξ : IR+→ IR+, and established a general de-

cay result, from which the exponential and polynomial decay rates of [13] are only special

cases. Recently, Liu and Chen [107] investigated (1.1), with a nonlinear source term, and

established a general decay result under suitable conditions on g and the nonlinear source

term. They also proved a blow-up result for the solution with both positive and negative

initial energy.

In this work, we discuss (1.1) when g is of a more general decay, and establish a general

and optimal decay result, which improves those of Berrimi and Messaoudi [13], Liu and

Chen [107], and Messaoudi and Tellab [124].

2. Preliminaries

In this section, we present some material needed in the proof of our result. For the

relaxation function g we assume that

(G1) The function g : IR+→ IR+ is a differentiable function satisfying

g(0)> 0 and 1−
∫ +∞

0
g(s) ds= l > 0.

(G2) There exist a constant p ∈ [1,3/2) and a nonincreasing differentiable function ξ : IR+→

IR+ satisfying

g′(t)≤−ξ(t)gp(t), ∀t ∈ IR+.
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(G3) We also assume that

2 ≤ m≤ 2n
n−2 if n≥ 3,

m ≥ 2 if n= 1,2.

Remark 14. There are many functions satisfying (G1) and (G2). Examples of such

functions are, for b > 0, α > 0, ν > 1 and a > 0 small enough,

g1(t) = ae−b(t+1)α and g2(t) = a

(1 + t)ν .

We will also be using the embedding H1
0 (Ω) ↪→ Lq(Ω), Lr(Ω) ↪→ Lq(Ω), for 2≤ q ≤

r < +∞, and Poincaré’s inequality. The same embedding constant C∗ will be used, and C

denotes a generic positive constant.

We introduce the following:

E(t) = 1
2(g ◦∇u)(t) + 1

2

(
1−

∫ t

0
g(s) ds

)
||∇u(t)||22, ∀t ∈ IR+, (2.1)

where ||.||q = ||.||(Lq(Ω))n , for 1≤ q <+∞, and

(g ◦∇u)(t) =
∫ t

0
g(t− τ)||∇u(., t)−∇u(., τ)||22 dτ, ∀t ∈ IR+. (2.2)

Similarly to [159], we give the definition of a weak solution of (1.1).

Definition 15. A weak solution of (1.1) on [0,T ] is a function

u ∈ C
(
[0,T ); (H1

0 (Ω))n
)
∩C1 ((0,T ); (Lm(Ω))n)

which satisfies ∫ t

0

∫
Ω

(
∇u(x,s)−

∫ s

0
∇u(x,τ)dτ

)
·∇φ(x,s) dx ds

+
∫ t

0
A(s)|ut|m−2ut(x,s) ·φ(x,s) dx ds= 0,
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for all t in [0,T ) and all φ in C
(
[0,T ); (H1

0 (Ω))n
)
.

Remark 16. Similarly to [159], we assume the existence of a solution. For the linear

case (m= 2), one can easily establish the existence of a weak solution by the Galerkin method.

In the one-dimensional case (n= 1), the existence is established in a more general setting by

Yin [177].

We state an important lemma [125].

Lemma 17. Assume that g satisfies (G1) and (G2) and u is the solution of (1.1), then

there exists a positive constant k0 such that

ξ(t)(g ◦∇u)(t)≤ k0
(
−E′(t)

) 1
2p−1 , ∀t ∈ IR+. (2.3)

We also recall the following particular case of the well-known Jensen inequality which

will be of essential use in obtaining our result: let f : Ω→ IR+ and h : Ω→ IR+ be integrable

functions on Ω such that ∫
Ω

h(x) dx= k > 0.

Then, for any p > 1, we have

1
k

∫
Ω

(f(x))
1
ph(x) dx≤

1
k

∫
Ω

f(x)h(x) dx


1
p

. (2.4)

3. Decay results

In this section, we state and prove our main result. We start with these lemma.

Lemma 18. Let u be the solution of (1.1). Then the energy satisfies

E′(t) =−
∫

Ω
A(t)|ut|m dx− 1

2g(t)||∇u(t)||22 + 1
2(g

′
◦∇u)(t)≤ 0, ∀t ∈ IR+. (3.1)
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Proof. By multiplying the first equation in (1.1) by ut and integrating over Ω, we get

(3.1), after routine manipulations. �

Lemma 19. . Let u be a solution of problem (1.1). Then, for any δ > 0, we have

‖∇u(t)‖22 ≤ c4δE(t)− Cδ
c0
E′(t) + c5(g ◦∇u)(t), ∀t ∈ IR+, (3.2)

where c0 is introduced in (1.2), c4 and c5 are two positive constants, and Cδ is a positive

constant depending on δ.

Proof. Multiplying the first equation in (1.1) by u and integrating over Ω, we get

‖∇u(t)‖22 =−
∫

Ω
A(t)|ut|m−2utu(x,t) dx+

∫
Ω

∫ t

0
g(t− s)∇u(x,s) ·∇u(x,t) ds dx. (3.3)

Now, we estimate the right-hand side of (3.3). By using Young’s and Poincaré’s inequalities,

the boundedness of A, conditions (G1) and (G3), and the fact that

E(t)≤ E(0),

we find, for any δ > 0,

−
∫

Ω
A(t)|ut|m−2utu dx ≤ δ‖u(., t)‖mm+Cδ‖ut(., t)‖mm

≤ δCm∗ ‖∇u(., t)‖m2 +Cδ‖ut(., t)‖mm

≤ δCm∗

(
2E(0)
l

)m−2
2 (2

l
E(t)

)
+Cδ‖ut(., t)‖mm

≤ c1δE(t)− Cδ
c0
E′(t). (3.4)
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Next, we estimate the second term of the right-hand side of (3.3) carefully. By Young’s

inequality, we easily see that

∫
Ω
∇u(x,t) .

∫ t

0
g(t− s)∇u(x,s) ds dx≤ 1

2‖∇u(., t)‖22

+ 1
2

∫
Ω

(∫ t

0
g(t− s)(|∇u(x,s)−∇u(x,t)| + |∇u(x,t)|) ds

)2
dx. (3.5)

Using the fact that ∫ t

0
g(s) ds≤ 1− l

and Young’s and Hölder’s inequalities, we obtain, for any η > 0,

∫
Ω

(∫ t

0
g(t− s)(|∇u(x,s)−∇u(x,t)| + |∇u(x,t)|) ds

)2
dx

=
∫

Ω

(∫ t

0
g(t− s)(|∇u(s)−∇u(t)|)

)2
dx+

∫
Ω

(∫ t

0
g(t− s)|∇u(t)| ds

)2
dx

+2
∫

Ω

(∫ t

0
g(t− s)(|∇u(s)−∇u(t)|) ds

) (∫ t

0
g(t− s)|∇u(t)| ds

)
dx

≤ (1 +η)
∫

Ω

(∫ t

0
g(t− s)|∇u(t)| ds

)2
dx+

(
1 + 1

η

)∫
Ω

(∫ t

0
g(t− s)|∇u(s)−∇u(t)| ds

)2
dx

≤ (1 +η)(1− l)2‖∇u(., t)‖22 +
(

1 + 1
η

)
(1− l)(g ◦∇u)(t). (3.6)

Substuting (3.6) in (3.5), we get

∫
Ω
∇u(x,t) .

∫ t

0
g(t− s)∇u(x,s) ds dx ≤ 1

2
(
1 + (1 +η)(1− l)2

)
‖∇u(., t)‖22

+ 1
2

(
1 + 1

η

)
(1− l)(g ◦∇u)(t). (3.7)
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Combining (2.4), (3.4) and (3.7), we find

‖∇u(., t)‖22 ≤ c1δE(t)− Cδ
c0
E′(t)

+ 1
2
(
1 + (1 +η)(1− l)2

)
‖∇u(., t)‖22

+ 1
2

(
1 + 1

η

)
(1− l)(g ◦∇u)(t). (3.8)

We then choose 0 < η < l(2− l)/(1− l)2, which makes c2 = 1
2

(
1 + (1 +η)(1− l)2

)
< 1, and,

therefore, (3.8) takes the form

‖∇u(., t)‖22 ≤ c1δE(t)− Cδ
c0
E′(t) + c2‖∇u(., t)‖22 + c3(g ◦∇u)(t),

where c3 = 1
2(1 + 1

η )(1− l). This yields (3.2) with c4 = c1
1−c2

and c5 = c3
1−c2

. �

Theorem 20. Let u be the solution of (1.1). Then, there exist strictly two positive

constants λ0 and λ1 such that the energy satisfies, for all t ∈ IR+,

E(t)≤ λ0e
−λ1

∫ t
0 ξ(s) ds if p= 1, (3.9)

E(t)≤ λ0

(
1 +

∫ t

0
ξ2p−1(s) ds

) −1
2p−2

if p > 1. (3.10)

Moreover, if ξ and p in (G2) satisfy

∫ +∞

0

(
1 +

∫ t

0
ξ2p−1(s) ds

) −1
2p−2

dt <+∞, (3.11)

then, for all t ∈ IR+,

E(t)≤ λ0

(
1 +

∫ t

0
ξp(s) ds

) −1
p−1

if p > 1. (3.12)

Remark 21. Estimates (3.10) and (3.11) yield

∫ +∞

0
E(t) dt <+∞. (3.13)

50



Proof. From (3.1) and for any κ > 0, we have

E′(t) ≤ 0 =−κE(t) +κE(t)

≤ −κE(t) +κ

(
1
2(g ◦∇u)(t) + 1

2

(
1−

∫ t

0
g(s) ds

)
‖∇u(., t)‖22

)

≤ −κE(t) + κ

2 (g ◦∇u)(t) + κ

2‖∇u(., t)‖22.

Recalling Lemma (19), we get

E′(t) ≤ −κE(t) + κ

2 (g ◦∇u)(t)

+κ2

(
c4δE(t)− Cδ

c0
E′(t) + c5(g ◦∇u)(t)

)

≤ −κ
(

1− c42 δ
)
E(t)− κCδ2c0

E′(t) + κ(1 + c5)
2 (g ◦∇u)(t).

Then we have

(
1 + κCδ

2c0

)
E′(t)≤−κ

(
1− c42 δ

)
E(t) + κ(1 + c5)

2 (g ◦∇u)(t).

By choosing δ small enough, we obtain, for two positive constants λ and γ,

E′(t)≤−λE(t) +γ(g ◦∇u)(t). (3.14)

Case of p= 1. Multiplying (3.14) by ξ(t) and exploiting (G2), we get

ξ(t)E′(t) ≤ −λξ(t)E(t) +γ(ξg ◦∇u)(t)

≤ −λξ(t)E(t)−γ(g′ ◦∇u)(t)

≤ −λξ(t)E(t)−γE′(t). (3.15)

We then set L= (ξ+γ)E ∼ E to obtain, from (3.15) and the fact that ξ′ ≤ 0,

L′(t)≤−λξ(t)E(t)≤−λ1ξ(t)L(t). (3.16)

51



A simple integration of (3.16) leads to

L(t)≤ Ce−λ1
∫ t

0 ξ(s) ds.

This gives (3.9), by virtue of L∼ E.

Case of p > 1. To establish (3.10), we again consider (3.14) and use Lemma 2.1 to get

ξ(t)E′(t)≤−λξ(t)E(t) +C
(
−E′(t)

) 1
2p−1 .

Multiplication of the last inequality by ξαEα(t), where α = 2p−2> 0, gives

1
α+ 1ξ

α+1 d

dt
Eα+1(t)≤−λξα+1(t)Eα+1(t) + c(ξE)α (t)

(
−E′(t)

) 1
α+1 .

Use of Young’s inequality, with q = α+ 1 and q∗ = α+1
α , yields, for any ε > 0,

1
α+ 1ξ

α+1 d

dt
Eα+1(t) ≤ −λξα+1(t)Eα+1(t) +C

(
εξα+1(t)Eα+1(t)−CεE′(t)

)
= −(λ− εC)ξα+1(t)Eα+1(t)−CεE′(t).

We then choose 0< ε < λ
C and recall that ξ′ ≤ 0, to obtain, for c6 > 0,

(
ξα+1Eα+1(t)

)′
(t)≤ ξα+1 d

dt
Eα+1(t)≤−c6ξα+1(t)Eα+1(t)−CE′(t);

which implies (
ξα+1Eα+1 +CE

)′
(t)≤−c6ξα+1(t)Eα+1(t).

Let W = ξα+1Eα+1 +CE ∼ E. Then

W ′(t)≤−Cξα+1(t)Wα+1(t) =−Cξ2p−1(t)W 2p−1(t).

Integrating over (0, t) and using the fact that W ∼ E, we obtain, for some λ0 > 0,

E(t)≤ λ0

(∫ t

0
ξ2p−1(s) ds+ 1

) −1
2p−2

;
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so (3.10) holds.

To establish (3.12), we follow the approach of [125]

η(t) =
∫ t

0
‖∇u(t)−∇u(t− s)‖22 ds.

Using Remark (21), we have

η(t) ≤ 2
∫ t

0

(
‖∇u(t)‖22 +‖∇u(t− s)‖22

)
ds

≤ 4
1− l

∫ t

0
(E(t) +E(t− s)) ds

= 8
1− l

∫ t

0
E(s) ds < 8

1− l

∫ +∞

0
E(s) ds <+∞.

This implies that

sup
t∈IR+

η1− 1
p (t)<+∞. (3.17)

Assume that η(t)> 0. Then, from (3.14), we find

ξ(t)E′(t) ≤ −λξ(t)E(t) +γξ(t)(g ◦∇u)(t) (3.18)

= −λξ(t)E(t) +γ
η(t)
η(t)

∫ t

0
(ξp(s)gp(s))

1
p ‖∇u(t)−∇u(t− s)‖22 ds.

Applying Jensen’s inequality (2.4) for the second term of the right-hand side of (3.18) with

ω = [0, t], f(s) = ξp(s)gp(s) and h(s) = ‖∇u(t)−∇u(t− s)‖22

to get

ξ(t)E′(t)≤−λξ(t)E(t) +γη(t)
(

1
η(t)

∫ t

0
ξp(s)gp(s)‖∇u(t)−∇u(t− s)‖22 ds

) 1
p

.
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Therefore, using (3.17) we obtain

ξ(t)E′(t) ≤ −λξ(t)E(t) +γη1− 1
p (t)

(
ξp−1(0)

∫ t

0
ξ(s)gp(s)‖∇u(t)−∇u(t− s)‖22 ds

) 1
p

≤ −λξ(t)E(t) +C(−g′ ◦∇u)
1
p (t)

and then

ξ(t)E′(t)≤−λξ(t)E(t) +C(−E′(t))
1
p . (3.19)

If η(t) = 0, then s→∇u(s) is a constant function on [0, t]. Therefore

(g ◦∇u)(t) = 0,

and hence we have, from (3.14),

E′(t)≤−λE(t),

which implies (3.19).

Now, multiplying (3.19) by ξα(t)Eα(t), for α= p−1, and repeating the same computations

as in above, we arrive at, for some λ0 > 0,

E(t)≤ λ0

(∫ t

0
ξp(s) ds+ 1

) −1
p−1

.

This completes the proof of our main result. �

The following examples illustrate our result and show the optimal decay rate in the some

polynomial case:

Example 22. Let g(t) = a(1 + t)−ν , where ν > 2, and a > 0 so that

∫ +∞

0
g(t) dt < 1. (3.20)
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We have

g′(t) =−aν(1 + t)−ν−1 =−b
(
a(1 + t)−ν

)ν+1
ν ,

where b= νa−
1
ν . Then (G2) holds with ξ(t) = b and p= ν+1

ν ∈ (1, 3
2). Therefore (3.11) yields

∫ +∞

0

(
b2p−1t+ 1

) −1
2p−2 dt <+∞,

and hence, by (3.12), we get

E(t)≤ C(1 + t)
−1
p−1 = C(1 + t)−ν ,

which is the optimal decay.

Example 23. Let g(t) = ae−(1+t)ν , where 0 < ν ≤ 1, and a > 0 is chosen so that (3.20)

holds. Then

g′(t) =−aν(1 + t)ν−1e−(1+t)ν .

Therefore (G2) holds with p = 1 and ξ(t) = ν(1 + t)ν−1. Consequently, we can use (3.9) to

deduce

E(t)≤ Ce−λ(1+t)ν .
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CHAPTER 4

Stability of an Abstract System with Infinite History

This chapter is the subject of a submitted paper:

Stability of an Abstract System with Infinite History.

Abderrahmane Youkana.

Abstract. This work is concerned with stabilization of an abstract linear dissipative inte-

grodiffrential equation with infinite memory modeling linear viscoelasticity where the relaxation

function satisfies g′(t)≤−ξ(t)gp(t), ∀t≥ 0, 1≤ p < 3
2 and ξ : R+→R+. Our result improves earlier

results in the literature.

2000 Mathematics Subject Classification. 35B35; 35B40; 35B60.

Keywords and phrases. Polynomial decay, Infinite memory, Relaxation function, Vis-

coelastic abstract system.

1. Introduction

Let us denote by H a Hilbert space with inner product and related norm denoted by 〈,〉

and ‖.‖ respectively. Let A :D(A)−→H and B :D(B)−→H be self-adjoint linear positive

definite operators with domains D(A)⊂D(B)⊂H such that the embeddings are dense and

compact.
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We are interested in energy decay of the solution u to the following initial boundary value

problem

utt+Au−
∫ +∞

0
g(s)Bu(t− s) ds= 0, ∀t > 0, (1.1)

with initial conditions 

u(−t) = u0(t), ∀t ∈ R+,

ut(0) = u1,
(1.2)

where u0 and u1 are given history and initial data, g is a positive and nonincreasing function

called the relaxation function.

1.0.1. Well Posedness. By following the brilliant intuition of Dafermos [40, 38], we in-

troduce the relative history of u defined as

ηt(s) = u(t)−u(t− s), ∀t,s ∈ R+,

η0(s) = η0(s) = u0(0)−u0(s), ∀s ∈ R+.

Equation (1.1)-(1.2) can be rewritten as an abstract linear first-order system of the form

Ut+AU(t) = 0, ∀t > 0,

U(0) = U0,
(1.3)

where U0 = (u0(0),u1,η0)T ∈H =D(A 1
2 )×H×L2

g(R+,D(B 1
2 )), U = (u,ut,ηt)T and

L2
g(R+,D(B 1

2 )) is the weighted space with respect to the measure g(s)ds defined by

L2
g(R+,D(B

1
2 )) =

{
z : R+ −→D(B

1
2 ),

∫ +∞

0
g(s)‖B

1
2 z(s)‖2 ds <+∞

}
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endowed with the inner product

〈z1, z2〉
L2
g(R+,D(B

1
2 ))

=
∫ +∞

0
g(s)〈B

1
2 z1(s),B

1
2 z2(s)〉 ds.

The operator A is defined by

A(v,w,z)T =
(
−w,Av−g0Bv+

∫ +∞

0
g(s)Bz(s) ds, ∂z

∂s
−w

)T
,

where g0 =
∫+∞
0 g(s) ds,

D(A) =
{

(v,w,z)T ∈H, v ∈ D(A), w ∈ D(A
1
2 )), z ∈ Lg,

∫ +∞

0
g(s)Bz(s) ds ∈H

}
,

and Lg =
{
z ∈ L2

g(R+,D(B 1
2 )),∂sz ∈ L2

g(R+,D(B 1
2 )), z(0) = 0

}
.

As shown in [132] for example, under the assumptions (H1) and (H2) below, the space

H endowed with the inner product

〈(v1,w1, z1)T ,(v2,w2, z2)T 〉H = 〈A
1
2v1,A

1
2v2〉−g0

〈
B

1
2v1,B

1
2v2

〉
+ 〈w1,w2〉+ 〈z1, z2〉

L2
g(R+,D(B

1
2 ))

is a Hilbert space, D(A)⊂H with dense embedding, and A is the infinitesimal generator of

a linear contraction C0 semigroup on H. Therefore, the classical semigroup theory implies

that (see [149]), for any U0 ⊂H, the system (1.3) has a unique weak solution

U ∈ C(R+,H).

Moreover, if U0 ∈ D(A), then the solution of (1.3) is classical; that is

U ∈ C1(R+,H)∩C(R+,D(A)).

1.0.2. Stability. Problems related to (1.1)-(1.2) have been studied by many authors and

several stability results have been established; see [36, 51, 67, 150, 151]. The exponential
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and polynomial decay of the solutions of equation (1.1)-(1.2) have been studied in [68], where

it was assumed that (H1) below holds and

• (A1) There exists an increasing strictly convex function G : R+ −→ R+ of class

C1(R+)∩C2(]0,+∞[) satisfying

G(0) =G′(0) = 0 and lim
t−→+∞

G′(t) = +∞,

such that

∫ +∞

0

g(s)
G−1(−g′(s)) ds+ sup

s∈R+

g(s)
G−1(−g′(s)) <+∞

The author established a general decay estimate given in term of the convex function G. His

result generalizes the usual exponential and polynomial decay results found in the literature.

He considered two cases corresponding to the following two conditions on A and B:

∃a2 > 0 : ‖A
1
2v‖2 ≤ a2‖B

1
2v‖2, ∀v ∈ D(A

1
2 ) (1.4)

or

∃a2 > 0 : ‖A
1
2v‖2 ≤ a2‖A

1
2B

1
2v‖2, ∀v ∈ D(A

1
2B

1
2 ). (1.5)

The study of viscoelastic problem (1.1)-(1.2) in the particular case A=B was considered by

Guesmia and Messaoudi [69]. The authors considered (1.6) below with p= 1 and extended

the decay result known for problems with finite history to those with infinite history. In

addition, they improved, in some cases, some decay results obtained earlier in [68].

Very recently, the authors of [125] considered the condition

g′(t)≤−ξ(t)gp(t), ∀t ∈ R+, (1.6)
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where ξ is a positive and nonincreasing function and 1 ≤ p < 3
2 , with the objective of im-

proving the decay rate for problems with finite memory.

Condition (1.6) gives a better description of the growth of g at infinity and allows to ob-

tain a precise estimate of the energy that is more general than the ”stronger” one (ξ constant

and p ∈ [1, 3
2 [) used in the case of past history control [123, 131]. We also refer the reader

to some recent researches under the condition (1.6) with finite history and viscolelastic term

[125] for related results. The authors proved a general decay rate from which the exponential

decay is only a special case. Moreover, the optimal polynomial decay is easily and directly

obtained without restrictive conditions.

With the above motivations and inspired by the approach of [125], in this paper, we in-

tend to study the general decay result to problem (1.1)-(1.2) under suitable assumptions on

the initial data and the relaxation function g. Our main contribution is an enhancement to

the results of [68, 69] in a way that our result gives a better rate of decay in the polynomial

case.

The plan of this paper is as follows. In Section 2, we present some assumptions, prelimi-

naries and some technical lemmas needed to establish the proofs of our results. Section 3 is

devoted to the statement and the proof of our main result.

2. Preliminaries

In this section, we shall present some necessary assumptions and prove some important

inequalities that will become useful in later stages.

Let us assume that

(H1) There exist positive constants a0 and a1 such that

a1‖v‖2 ≤ ‖B
1
2v‖2 ≤ a0‖A

1
2v‖2, ∀v ∈ D(A

1
2 ).
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(H2) g : R+→ R+ is a differentiable nonincreasing function satisfying

0< g0 <
1
a0
.

(H3) There exists a nonincreasing differentiable function ξ : R+→ R+ and 1< p < 3
2 satis-

fying (1.6).

Throughout the sequel, we denote by C a generic positive constant which may vary from

line to line. We start with the follwing lemma.

Lemma 24. Let F ,h be two non-negative functions such that F is derivable and h is

continuous on R+, and α,c1 and c2 be three positive constants such that

F ′(t)≤−c1ξα+1(t)Fα+1(t) + c2h
α+1(t), ∀t ∈ R+. (2.1)

Then, for some constant C > 0, we have

F (t)≤ C(1 + t)−
1
α ξ−

α+1
α (t)

[
1 +

∫ t

0
(s+ 1)

1
α ξ

α+1
α (s)hα+1(s) ds

]
, ∀t ∈ R+. (2.2)

Proof. Multiplying (2.1) by ξβ, where β > 1 that will be defined later, we find

ξβ(t)F ′(t)≤−c1ξα+1+β(t)Fα+1(t) + c2ξ
β(t)hα+1(t). (2.3)

By taking advantage of the fact that ξ is a nonincreasing function, we get

(
ξβ(t)F (t)

)′
≤−c1ξα+1+β(t)Fα+1(t) + c2ξ

β(t)hα+1(t). (2.4)

Also by noting ϕ(t) = ξβ(t)F (t), and taking β = α+1
α , we obtain

ϕ′(t)≤−c1ϕα+1(t) + c2ξ
β(t)hα+1(t). (2.5)
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Following the same steps as in [28], we then find that

ϕ(t)≤ C(1 + t)−
1
α

[
1 +

∫ t

0
ξ
α+1
α (s)hα+1(s)(s+ 1)

1
α ds

]
. (2.6)

Therefore (2.2) is established. �

Lemma 25. Assuming that g satisfies (H2) and (H3) then

∫ +∞

0
ξ(t)g1−σ(t) dt <+∞, ∀σ < 2−p. (2.7)

Proof. See [125]. �

3. Decay of Solutions

In this section, we aim to investigate the asymptotic behavior of solutions for problem

(1.1)-(1.2).

Note that, for any regular solution u of the problem (1.1)-(1.2), it is straightforward to see

that

E′(t) = 1
2

∫ +∞

0
g′(s)‖B

1
2ηt(s)‖2 ds, ∀t ∈ R+, (3.1)

where

E(t) = 1
2‖U(t)‖2H

= 1
2

(
‖A

1
2u(t)‖2−g0‖B

1
2u(t)‖2 +‖ut(t)‖2 +

∫ +∞

0
g(s)‖B

1
2ηt(s)‖2 ds

)
. (3.2)

Theorem 26. Assume that (H1), (H2) and (H3) hold.

(1) Let U0 ∈H and U be the solution of (1.3).

If (1.4) holds and

∃m0 > 0 : ‖B
1
2u0(s)‖ ≤m0, ∀s > 0, (3.3)

63



then there exists a positive constant C such that, for all t ∈ R+,

E(t)≤ C(1 + t)−
1

2p−2 ξ−
2p−1
2p−2 (t)

[
1 +

∫ t

0
(s+ 1)

1
2p−2 ξ

2p−1
2p−2 (s)h2p−1(s) ds

]
, (3.4)

where h(t) = ξ(t)
∫+∞
t g(s) ds.

Moreover, if

∫ +∞

0
(1 + t)−

1
2p−2 ξ−

2p−1
2p−2 (t)

[
1 +

∫ t

0
(s+ 1)

1
2p−2 ξ

2p−1
2p−2 (s)h2p−1(s) ds

]
dt <+∞, (3.5)

then, for all t ∈ R+,

E(t)≤ C(1 + t)−
1
p−1 ξ−

p
p−1 (t)

[
1 +

∫ t

0
(s+ 1)

1
p−1 ξ

p
p−1 (s)hp(s) ds

]
. (3.6)

(2) Let U0 ∈D(A)×D(A 1
2 )×L2

g(R+,D(A 1
2B

1
2 ) and U be the solution of (1.3).

If (1.5) holds and

∃m0 > 0 : ‖A
1
2B

1
2u0(s)‖ ≤m0, ∀s > 0, (3.7)

then there exists a positive constant C such that, for all t ∈ R+,

E(t)≤ C
(
E2(0) +E2p−1(0) +

∫ t
0 h

2p−1(s) ds∫ t
0 ξ

2p−1(s) ds

) 1
2p−1

, (3.8)

where

E2(t) = 1
2

(
‖Au(t)‖2−g0‖A

1
2B

1
2u(t)‖2 +‖A 1

2u′(t)‖2
)

+ 1
2
∫+∞
0 g(s)‖A 1

2B
1
2ηt(s)‖2 ds.

(3.9)

Moreover, if

∫ +∞

0

(
E2(0) +E2p−1(0) +

∫ t
0 h

2p−1(s) ds∫ t
0 ξ

2p−1(s) ds

) 1
2p−1

<+∞, (3.10)
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then for all t ∈ R+,

E(t)≤ C
(
E2(0) +Ep(0) +

∫ t
0 h

p(s) ds∫ t
0 ξ

p(s) ds

) 1
p

. (3.11)

Lemma 27. Assume that g satisfies (H2) and (H3), and u is the solution of (1.1)-(1.2).

Then, for any 0< σ < 1 and any t > 0, we have

∫ t

0
g(s)‖B

1
2ηt(s)‖2 ds≤ C

[
E(0)

∫ t

0
g1−σ(s) ds

] p−1
p−1+σ

[∫ t

0
gp(s)‖B

1
2ηt(s)‖2 ds

] σ
p−1+σ

,

(3.12)

and for σ = 1
2 , we have

∫ t

0
g(s)‖B

1
2ηt(s)‖2 ds≤ C

[
E(0)

∫ t

0
g

1
2 (s) ds

] 2p−2
p−1

[∫ t

0
gp(s)‖B

1
2ηt(s)‖2 ds

] 1
2p−1

. (3.13)

Proof. By making use of Hölder’s inequality, we obtain

∫ t

0
g(s)‖B

1
2ηt(s)‖2 ds=

∫ t
0 g

1− σp
p−1+σ (s)‖B 1

2ηt(s)‖2−
2σ

p−1+σ g(s)
pσ

p−1+σ ‖B 1
2ηt(s)‖

2σ
p−1+σ ds

≤
(∫ t

0 g
1−σ(s)‖B 1

2ηt(s)‖2 ds
) p−1
p−1+σ

(∫ t
0 g

p(s)‖B 1
2ηt(s)‖2 ds

) σ
p−1+σ

.

(3.14)

Using (H1), (H2) and the the definition of E, we then find that

E(t)≥ 1−a0g0
2

(
‖A

1
2u(t)‖2 +‖u′(t)‖2 +

∫ +∞

0
g(s)‖B

1
2ηt(s) ds

)
, ∀t ∈ R+. (3.15)
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Therefore, from (3.14) and (3.15), we deduce that

∫ t

0
g(s)1−σ‖B

1
2ηt(s)‖2 ds ≤

∫ t

0
g1−σ(s)‖B

1
2u(t) +B

1
2u(t− s)‖2 ds

≤ 2‖B
1
2u(t)‖2

∫ +∞

0
g1−σ(s) ds+ 2

∫ t

0
g1−σ(s)‖B

1
2u(t− s)‖2 ds

≤ 2a0‖A
1
2u(t)‖2

∫ +∞

0
g1−σ(s) ds+ 2a0

∫ t

0
g1−σ(s)‖A

1
2u(t− s)‖2 ds

≤ CE(0)
∫ +∞

0
g1−σ(s)ds. (3.16)

Finally, by inserting (3.16) in (3.14), we get (3.12). Inequality (3.13) is simply a particular

case of (3.12). �

Corollary 28. Assume that g satisfies (H2) and (H3), and u is the solution of (1.1)-

(1.2). Then, for all t ∈ R+,

ξ(t)
∫ t

0
g(s)‖B

1
2ηt(s)‖2 ds≤ C [−E′(t)]

1
2p−1 . (3.17)

Proof. Using (3.13), Lemma (25) (for σ = 1
2) and Young’s inequality, we obtain

ξ(t)
∫ t

0
g(s)‖B

1
2ηt(s)‖2 ds ≤ Cξ(t)

2p−2
2p−1 (t)

[∫ t

0
g

1
2 (s) ds

] 2p−2
2p−1

ξ
1

2p−1 (t)
[∫ t

0
gp(s)‖B

1
2ηt(s)‖2 ds

] 1
2p−1

≤ C

[∫ t

0
ξ(s)g

1
2 (s) ds

] 2p−2
2p−1

[∫ t

0
ξ(s)gp(s)‖B

1
2ηt(s)‖2 ds

] 1
2p−1

≤ C

[
−
∫ t

0
g′(s)‖B

1
2ηt(s)‖2 ds

] 1
2p−1

≤ C[−E′(t)]
1

2p−1 . (3.18)

�

For the following Lemma, we adopt the result from [68] without proof.

Lemma 29. There exist positive constants M,α0,α1,α2 such that the functional

I3(t) := ME+ I1 + g0
2 I2 +α0E (3.19)
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is equivalent to E and satisfies, for all t ∈ R+,

I ′3(t)≤−α1E(t) +α2

(∫ +∞

0
g(s)‖A

1
2ηt(s)‖2 ds+

∫ +∞

0
g(s)‖B

1
2ηt(s)‖2 ds

)
, (3.20)

where the functionals I1, I2 are given by

I1(t) := 〈ut(t),u(t)〉

and

I2(t) :=−〈ut(t),
∫ +∞

0
g(s)ηt(s) ds〉.

Proof. (Theorem3)

Case1: (1.4) holds.

We have

∫ +∞

0
g(s)‖A

1
2ηt(s)‖2 ds≤ a2

∫ +∞

0
g(s)‖B

1
2ηt(s)‖2 ds. (3.21)

It then follows from (3.21) and (3.20), that, for some positive constant C,

I ′3(t) ≤ −α1E(t) +C
∫ +∞

0
g(s)‖B

1
2ηt(s)‖2 ds. (3.22)

Using Corollary (28), we multiply the estimate (3.22) by ξ(t) to arrive at

ξ(t)I ′3(t) ≤ −α1ξ(t)E(t) +Cξ(t)
∫ +∞

0
g(s)‖B

1
2ηt(s)‖2 ds. (3.23)

Now, from (H1) and (3.15) one can see that for all s > t,

‖B
1
2ηt(s)‖2 ≤ 2a0‖A

1
2u(t)‖2 + 2‖B

1
2u(t− s)‖2

≤ 4a0
1−a0g0

E(0) + 2sup
τ<0
‖B

1
2u(τ)‖2

≤ 4a0
1−a0g0

E(0) + 2m2
0. (3.24)
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This leads to

ξ(t)
∫ +∞

t
g(s)‖B

1
2ηt(s) ds‖2 ds≤

(
4

1−g0
E(0) + 2m2

0

)
ξ(t)

∫ +∞

t
g(s) ds := Ch(t). (3.25)

From Corollary (28) and (3.25), the inequality (3.23) takes the form

ξ(t)I ′3(t) ≤ −α1ξ(t)E(t) +C[−E′(t)]
1

2p−1 +Ch(t). (3.26)

Multiplying the last inequality by ξαEα, where α = 2p−2> 0, we find

ξ(t)α+1Eα(t)I ′3(t)≤−α1ξ
α+1(t)Eα+1(t) +Cξα(t)Eα(t)[−E′(t)]

1
2p−1 +Ch(t)ξα(t)Eα(t).

(3.27)

Exploiting Young’s inequality, we get for any ε > 0,

ξα+1(t)Eα(t)I ′3(t) ≤ −α1ξ
α+1Eα+1(t)−CεE′(t) + 2εξα+1(t)Eα+1(t) +Cεh

α+1(t).

(3.28)

Next, let F (t) := ξα+1(t)Eα(t)I3(t) +CεE(t) ∼ E(t). Then, for ε small enough, there

exists a positive constant α̃1 such that

F ′(t)≤−α̃1ξ
α+1(t)Fα+1(t) +Chα+1(t). (3.29)

In view of Lemma (24) and taking into account that F ∼ E, we get

E(t)≤ C(1 + t)−
1

2p−2 ξ−
2p−1
2p−2 (t)

[
1 +

∫ t

0
(s+ 1)

1
2p−2 ξ

2p−1
2p−2 (s)h2p−1(s) ds

]
. (3.30)

To get (3.6), again we use estimate (3.22)

ξ(t)I ′3(t) ≤ −α1ξ(t)E(t) +α2ξ(t)
∫ t

0
g(s)‖A

1
2ηt(s)‖2 ds+α2ξ(t)

∫ +∞

t
g(s)‖A

1
2ηt(s)‖2 ds.

68



Applying Jensen’s inequality, the estimate (3.5) and the fact that ξ is non-increasing, we

find

ξ(t)
∫ t

0
g(s)‖A

1
2ηt(s)‖2 ds ≤ ν(t)

ν(t)

∫ t

0
[ξp(s)gp(s)]

1
p‖A

1
2ηt(s)‖2 ds

≤ Cν(t)
[

1
ν(t)

∫ t

0
ξp(s)gp(s)‖A

1
2ηt(s)‖2 ds

] 1
p

= cν1− 1
p (t)

[∫ t

0
ξp(s)gp(s)‖A

1
2ηt(s)‖2 ds

] 1
p

, (3.31)

where

ν(t) :=
∫ t

0
‖A

1
2ηt(s)‖2 ds≤ C

∫ t

0

(
‖A

1
2u(t)‖2 +‖A

1
2u(t− s)‖2

)
ds

≤ C
∫ t

0
[E(t) +E(t− s)] ds

≤ 2C
∫ t

0
E(t− s)) ds

≤ 2C
∫ t

0
E(s) ds < 2C

∫ ∞
0

E(s) ds <∞, (3.32)

and with the assumption that ν(t)> 0.

Using (3.31) and (1.4), the assumption (H3) and the fact that ξ is non-increasing, we get

ξ(t)
∫ t

0
g(s)‖A

1
2ηt(s)‖2 ds ≤ Cν

p−1
p (t)ξp−1(0)

[∫ t

0
ξ(s)gp(s)‖B

1
2ηt(s)‖2 ds

] 1
p

≤ C

[∫ t

0
−g′(s)‖B

1
2ηt(s)‖2 ds

] 1
p

≤ C[−E′(t)]
1
p . (3.33)

Thus, from (3.25) and (3.33), it yields that

ξ(t)I ′3(t) ≤ −α1ξ(t)E(t) +C[−E′(t)]
1
p +Ch(t). (3.34)
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We multiply (3.34) by ξα(t)Eα(t), for α = p−1. This yields

ξα+1(t)Eα(t)I ′3(t) +CE′(t)≤−β1ξ
α+1(t)Eα+1(t) +β2h

α+1(t). (3.35)

Now, let F0(t) := ξα+1(t)Eα(t)I3(t) +CεE(t)∼ E(t), then we have

F ′0(t)≤−β1ξ
α+1(t)Fα+1

0 (t) +β2h
α+1(t). (3.36)

Then Lemma (24) implies that

F0(t)≤ C(1 + t)−
1
p−1 ξ−

p
p−1 (t)

[
1 +

∫ t

0
(s+ 1)

1
p−1 ξ

p
p−1 (s) hp(s) ds

]
. (3.37)

Hence, we infer that

E(t)≤ C(1 + t)−
1
p−1 ξ−

p
p−1 (t)

[
1 +

∫ t

0
(s+ 1)

1
p−1 ξ

p
p−1 (s) hp(s) ds

]
, ∀t > 0. (3.38)

Case 2: (1.5) holds.

As in [68], and similar to the approach of [132], we recall that the energy E2 related with

problem (1.1)-(1.2) and associated withA 1
2U corresponding to U0 ∈

(
D(A)×D(A 1

2 )×L2
g(R+,D(A 1

2B
1
2 ))
)

defined on R+ by

E2(t) = ‖A
1
2U‖2H

= 1
2

(
‖Au(t)‖2−g0‖A

1
2B

1
2u(t)‖2 +‖A

1
2u′(t)‖2

)
+ 1

2

∫ +∞

0
g(s)‖A

1
2B

1
2ηt(s)‖2 ds

with

E′2(t) = 1
2

∫ +∞

0
g′(s)‖A

1
2B

1
2ηt(s) ds≤ 0, ∀t ∈ R+. (3.39)
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We observe that in view of assumption (H1), we have

‖A
1
2B

1
2v‖2 ≤ a0‖Av‖2, ∀v ∈ D(A

1
2B

1
2 ). (3.40)

Multiplying (3.20) by ξ(t), using (1.5) and (3.40), we get

ξ(t)I ′3(t) ≤ −α1ξ(t)E(t) +α2a2(1 +a0)ξ(t)
∫ +∞

0
g(s)‖A

1
2B

1
2ηt(s)‖2 ds. (3.41)

Thanks to (H2), we get

E2(t)≥ 1−g0a0
2

(
‖Au(t)‖2 +‖A

1
2u′(t)‖2 +

∫ +∞

0
g(s)‖A

1
2B

1
2ηt(s)‖2 ds

)
> 0. (3.42)

From (3.42), we have

‖Au(s)‖2 ≤ 2
1−g0a0

E2(s)≤ 2
1−g0a0

E2(0), ∀s ∈ R+.

(3.43)

Therefore, for all s > t

‖A
1
2u(t− s)‖ ≤ 2sup

τ>0
‖A

1
2B

1
2u0(τ)‖2 ≤ 2m2

0. (3.44)

Combining (3.43), (3.44) and (3.40), we find

ξ(t)
∫ +∞

t
g(s)‖A

1
2B

1
2ηt(s)‖2 ds ≤ 2ξ(t)

∫ +∞

t
g(s)‖A

1
2B

1
2u(t)‖2 ds

+ 2ξ(t)
∫ +∞

t
g(s)‖A

1
2B

1
2u(t− s)‖2 ds

≤
(

4a0
1−g0a0

E2(0) + 4a0m
2
0

)
ξ(t)

∫ +∞

t
g(s) ds

≤ Ch(t). (3.45)
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If we repeat the same steps as in Lemma (27), and replace A 1
2B

1
2 by A in estimate (3.16),

we end up with

ξ(t)
∫ t

0
g(s)‖A

1
2B

1
2ηt(s)‖2 ds ≤ C

[
E2(0)

∫ t

0
ξ(s)g

1
2 (s) ds

] 2p−2
p−1

[∫ t

0
ξ(s)gp(s)‖A

1
2B

1
2ηt(s)‖2 ds

] 1
2p−1

≤ C

[∫ t

0
ξ(s)gp(s)‖A

1
2B

1
2ηt(s)‖2 ds

] 1
2p−1

. (3.46)

Using condition (1.5), (H3) and combining (3.45) and (3.46), we obtain

ξ(t)
∫ +∞

0
g(s)‖A

1
2ηt(s)‖2 ds ≤ a2ξ(t)

∫ +∞

0
g(s)‖A

1
2B

1
2ηt(s)‖2 ds

≤ C[−E′2(t)]
1

2p−1 +C h(t). (3.47)

Hence, estimate (3.41) will take the form

ξ(t)I ′3(t)≤−α1ξ(t)E(t) +C[−E′2(t)]
1

2p−1 +C h(t). (3.48)

Next, multiplying (3.48) by ξαEα with α= 2p−2, and using Hölder’s inequality, we get, for

some α̃2 > 0,

ξα+1(t)Eα(t)I ′3(t)≤−α̃2ξ
α+1(t)Eα+1(t)−CE′2(t) +Chα+1(t). (3.49)

Integrating over (0, t), we find

∫ t

0
ξα+1(s)Eα+1(s) ds ≤ − 1

α̃2

∫ t

0
ξα+1(s)Eα(s)I ′3(s) ds+ Cε

α̃2
E2(0) + Cε

α̃2

∫ t

0
hα+1(s) ds.

(3.50)

Now, taking the advantage of the fact that I3 ∼ E and that the energy E and the function

ξ are nonincreasing, we get

Eα+1(t)
∫ t

0
ξα+1(s) ds ≤ − 1

α̃2
ξα+1(t)Eα+1(t) + 1

α̃2
ξα+1(0)Eα+1(0) + C

α̃2
E2(0) + C

α̃2

∫ t

0
hα+1(s) ds

≤ 1
α̃2
ξα+1(0)Eα+1(0) + C

α̃2
E2(0) + C

α̃2

∫ t

0
hα+1(s) ds. (3.51)
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This yields

E(t)≤ C
(
E2(0) +Eα+1(0) +

∫ t
0 h

α+1(s) ds∫ t
0 ξ

α+1(s) ds

) 1
α+1

. (3.52)

Therefore,

E(t)≤ C
(
E2(0) +E2p−1(0) +

∫ t
0 h

2p−1(s) ds∫ t
0 ξ

2p−1(s) ds

) 1
2p−1

. (3.53)

In order to get (3.11), we use estimate (3.42) and follow the same procedure as in estimate

(3.33). We take the operator A 1
2B

1
2 instead of A 1

2 to find

ξ(t)
∫ t

0
g(s)‖A

1
2B

1
2ηt(s)‖2 ds≤ c[−E′(t)]

−1
p . (3.54)

Consequently, from (3.45) and (3.54), estimate (3.41) will be reduced to

ξ(t)I ′4(t) ≤ −α1ξ(t)E(t) +C[−E′(t)]
−1
p +Ch(t). (3.55)

Finally, by repeating the same steps from (3.49) to (3.53) with α = p− 1, we find the

estimate (3.11), and the proof is now complete. �

Example: We illustrate the energy decay rate given by Thoerem 3 through the following

example

Let g(t) = a(1 + t)−q, q > 2, where a > 0 is a constant so that
∫+∞
0 g(t) dt < 1

a , then we

have

g′(t) =−a0q(1 + t)−q−1 =−b(a0(1 + t)−q)
q+1
q =−bgp(t), p= q+ 1

q
, b > 0.

Therefore, for the Case (1.4), estimate (3.6) with ξ(t) = b yields

E(t)≤ C(1 + t)−
1
p−1 ξ−

p
p−1 (t)

(
1 +

∫ t

0
(s+ 1)

1
p−1 ξ

p
p−1 (s)hp(s) ds

)
.
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Let us compute

h(t) = ξ(t)
∫ +∞

t
g(s) ds = b

∫ +∞

t
a0(1 + s)−q ds

= a0b

q−1(1 + t)1−q, q = 1
p−1 . (3.56)

Observe that, for some positive constant C, it yields

∫ t

0
(s+ 1)

1
p−1 ξ

p
p−1 (s)hp(s) ds= b

ab

q−1

∫ t

0
(1 + s)p(1−q)+

1
p−1 ds= C(1 + t)p(1−q)+

1
p−1 +1−C.

Then, it yields

E(t) ≤ C(1 + t)−
1
p−1 ξ−

p
p−1 (t)

(
1 +C(1 + t)p(1−q)+

1
p−1 +1

)
= C(1 + t)−

1
p−1 +C(1 + t)p(1−q)+1

= C(1 + t)−q +C(1 + t)
−q2+q+1

q ≤ C(1 + t)
−q2+q+1

q . (3.57)

For the Case (1.5), estimate (3.11) gives

E(t) ≤
(
E2(0) +Ep(0) +

∫ t
0 h

p(s) ds∫ t
0 ξ

p(s) ds

) q
q+1

≤ bt−
q
q+1

(
E2(0) +Ep(0) +

∫ t

0
hp(s) ds

) q
q+1

≤ C t−
q
q+1

(
1− (1 + t)

(1−q)(q+1)
q +1

) q
q+1
≤ C t−

q
q+1 . (3.58)

Let us compare our result with the one of [68, 69]. In this way, let us recall the approach

of [68] with B = A, there exists a positive constant c1 such that

E(t)≤ c1(1 + t)−c2 , ∀t ∈ R+, (3.59)

where c2 is generated by the calculations and it is generally small.

Furthermore the approach of [68] in polynomial case under (A2) and with G(t) = t
1
p+1, for
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any p ∈
]
0, q−1

2

[
gives

If (1.4) holds,

E(t)≤ C(1 + t)−p, ∀p ∈
]
0, q−1

2

[
, (3.60)

and if (1.5) holds,

E(t)≤ C(1 + t)−
p
p+1 , ∀p ∈

]
0, q−1

2

[
. (3.61)

Now, since q−1
2 < q2−q−1

2 for q > 2. Then from (3.57), (3.59) and (3.60), we conclude that

our estimate (3.57) gives a better decay than (3.59) and (3.60).

For the case (1.5), we see that q
q+1 >

p
p+1 , for any p ∈]0, q−1

2 [. Then estimate (3.58) has

better decay than estimate (3.61).

As a conclusion our approach improves and has a better decay rate than the one of

[68, 69].
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CHAPTER 5

Finite Time of Solutions for Some Hamilton Jacobi-Equations

This chapter is a part of a subject proposed by Pr. M. Ziane.

Abstract. In this work, we investigate the existence of weak solutions and the blow-up in

finite time of solutions for some Hamiltion-Jacobi with exponents in the nonlineatities.

1. Introduction

In the final part of this thesis, we consider some initial boundary value problems for nonlinear

parabolic systems whith source terms depending on the gradient of the solutions, known as ”

Viscous Hamilton-Jacobi ” equations, and which are given by



ut+ ∆2u= f(u,v, |∇u|, |∇v|) in Ω× (0,∞),

vt+ ∆2v = g(u,v, |∇u|, |∇v|) in Ω× (0,∞),

u= v = ∆u= ∆v = 0 on ∂Ω× (0,∞),

u(x,0) = u0(x), v(x,0) = v0(x) in Ω.

(1.1)

where Ω is a bounded domain Ω with regular boundary ∂Ω, and ∆2 =
∑n
i=1
∑n
j=1

∂2

∂x2
i

∂2

∂x2
j

is the bi-

Laplacien operator, |∇u|=
(∑n

i=1

(
∂u
∂xi

)2
) 1

2
, (u0,v0) is the initial data, and f and g are functions

of class C1 with polynomial growth.

and with appropriate assumptions.
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Without loss of generality, and for the sake of simplicity, we study the following system and all

the results obtained here carry out to the general system (1.1) under the appropriate conditions.

ut+ ∆2u= |∇v|α1 + |v|β1 in Ω× (0,∞),

vt+ ∆2v = |∇u|α2 + |u|β2 in Ω× (0,∞),

u= v = ∆u= ∆v = 0 on ∂Ω× (0,∞),

u(x,0) = u0(x), v(x,0) = v0(x) in Ω.

(1.2)

where αi,βi, i= 1,2, are positive constants such that αi,βi > 1.

It is well known that the Kuramoto-Sivashinsky Equation is given by

φt+ ∆2φ+ ∆φ+ 1
2 | ∇φ |

2= 0, (1.3)

subject to appropriate initial data and boundary conditions. This equation has attracted a great

deal of interest as a model for complex spatio-temporal dynamics in spatially extended systems,

and as a paradigm for finite-dimensional dynamics in a partial differential equation.

Precisely, this equation appears in hydrodynamics as a model for the flow of thin soap films

flowing down an inclined surface, and in combustion theory as a model for the propagation of flame

fronts ([98], [168]). In the one-dimensional case, (KSE) was considered by several authors both

analytically and computationally (see, e.g. [113, 126, 172, 144]), and the references therein. It

has been shown that the long term dynamics of this equation are finite-dimensional. In particular,

it possesses a globally invariant, finite-dimensional exponentially attracting inertial manifold.

The question of global existence of solutions in two dimensional or higher to (1.3) under the

physical Dirichlet-like boundary conditions

u= ∆u= 0 on ∂Ω, (1.4)
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is sill an open problem in nonlinear analysis of partial differential equations [102].

To avoid dealing with the average of the solution to this equation, most authors consider,

instead, the system of evolution equations for u=∇φ

ut+ ∆2u+ ∆u+ 1
2∇ | u |

2= 0, (1.5)

or in this way

ut+ ∆2u+ ∆u+ (u ·∇)u= 0, (1.6)

wich is also called the Kuramoto Sivashinsky equation (KSE).

For partial results, in case n≥ 2, we quote some recent results obtained in [60, 61, 157, 156].

The motivation of our work is due to the following problem:
ut+ ∆2u= |∇u|p, in Ω× (0,∞),

u= ∆u= 0, on ∂Ω,

u(0,x) = u0(x) in Ω,

Bellout, Benachour and S Titi [15] introduced this problem of hyper-viscous Hamilton-Jacobi-like

equations parametrized by the exponent p in the nonlinear term, where in the case of the usual

Hamilton-Jacobi nonlinearity, p= 2. They established some results concerning the local existence

of weak solutions, strong solutions and uniqueness of strong solutions for this family of equations,

and established also some results on the blow-up in finite time and the global existence of the

solutions.

The most important is that they showed that the blow-up in finite time of the weak solutions

holds when p > 2 and u0, sufficiently large which is the same reult obtained by Souplet [169] to
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the following generalization of the viscous Hamilton-Jacobi equation:
ut−∆u= |∇u|p, in Ω× (0,∞),

u= 0, on ∂Ω,

u(0,x) = u0(x) in Ω.

This study is also motivated by some parabolic systems considered by much authors with gradient

terms as nonlinearites, one can cite as examples ([4, 114]), and the references therein.

Numerous papers are devoted to the study of nonlinear parabolic equations of the form

∂u

∂t
= ∆u+µ | ∇u |p +f(x,u), (1.7)

and related form for which blow-up results and global (in time) solvability (see [31, 54, 73, 85,

165, 170] and the reference therein) were obtained.

In this work, we investigate the questions of the short time and the existence of weak solutions for

the system (1.1), and give some generalisation for some results in [15].

In order to study this problem, we give some preliminaries which are useful in the next.

2. Preliminaries

We first give some notations and definitions.

Let Ω be a bounded domain in Rn with smooth boundary ∂Ω and

Qt = Ω× (0, t), Γt = ∂Ω× (0, t), Ωt = Ω×{t}.

Let us introduce the space E = W 2,2(Ω)∩W 1,2
0 (Ω). By classical results of elliptic regularity, the

dot product 〈u,v〉=
∫

Ω ∆u∆v dx makes E a Hilbert space. Here | ∇u |= (∇u,∇u)
1
2 and (., .) is the

usual Euclidean dot product in Rn. We will denote the dual space of E by E′, and by ‖w‖k,p the

norm in Wk,p(Ω).

The rest of this work is organized as follows. In Section 3, we will establish the local

existence of the weak solution of (1.2) under some conditions on the power nonlinearities
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αi,βi, i= 1,2. Section 4 is devoted to the blow-up results .

From [15], our basic definition of weak solution to (1.2) is the following

Definition 30. A weak solution (u,v) to the problem (1.2) on the interval (0,T ) with

(u0,v0) ∈ (L2(Ω))2 is a measurable function such that

(u,v) ∈ (L2 ((0,T ),E)∩L∞
(
(0,T ),L2(Ω)

)
)2,

∩ (L2
loc((0,T ),W 4,2(Ω)))2,

(∂u∂t ,
∂v
∂t ) ∈ (L2((0,T ),W−n−2,2(Ω))2,

(|∇u|α2 , |∇v|α1) ∈ (L1(Ω× (0,T )))2,

(|u|β2 , |v|β1) ∈ (L1(Ω× (0,T )))2.

The initial data and the boundary conditions are satisfied in the sens of distributions and

trace successively, and for all test functions φ(x,t) ∈ C∞(Ω× (0,T )) with compact support

in (Ω× (0,T )), we have

∫ T

0

∫
Ω
utφ dxds +

∫ T

0

∫
Ω

∆u∆φ dxds

=
∫ T

0

∫
Ω
|∇v|α1φ dxds+

∫ T

0

∫
Ω
|v|β1φ dxds.

and

∫ T

0

∫
Ω
vtφ dxds +

∫ T

0

∫
Ω

∆v∆φ dxds

=
∫ T

0

∫
Ω
|∇u|α2φ dxds+

∫ T

0

∫
Ω
|u|β2φ dxds.

Now, we are in a position to state our results.
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3. Existence of weak solutions

The main result on the local existence of weak solution to (1.2) is essentially based on

suitable conditions on α1,α2 and β1,β2. It can be read as follows.

Theorem 31. Assume that

1< αi <
n+ 8
n+ 2 , 1< βi <

n+ 8
n

, i= 1,2. (3.1)

Then, for all u0,v0 ∈ L2(Ω), there exists at least a maximal weak solutions of problem (1.2).

In order to prove this theorem, we need to give some priori estimates on the solutions,

and we have the following lemmas.

Lemma 32. Assuming that 1<αi< n+8
n+2 and 1<βi< n+8

n and let (u,v)∈ (L∞((0,T ),L2(Ω)))2

be a smooth solution to the problem (1.2). Then there exists a positive constant C indepen-

dent of u and v, such that, for all t ∈ (0,T ), we get

∫
Ω

(
u2(x,t) +v2(x,t)

)
dx ≤

∫
Ω

(
u2

0(x) +v2
0(x)

)
dx

+ C
∫ t

0

(
‖ u(., s) ‖20,2 + ‖ v(., s) ‖20,2 +1

)σ
ds, (3.2)

where σ > 1.

Proof. Multiplying the equations (1.2)1,(1.2)2 by u and v respectively, and integrating

over Ω, we get

1
2
d

dt

∫
Ω
u2(x,t)dx +

∫
Ω

(∆u)2dx

=
∫

Ω
u|v|β1dx+

∫
Ω
u|∇v|α1dx. (3.3)
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and

1
2
d

dt

∫
Ω
v2(x,t)dx +

∫
Ω

(∆v)2dx

=
∫

Ω
u|v|β2dx+

∫
Ω
v|∇u|α2dx. (3.4)

(3.5)

To estimate the nonlinearity terms, we use Sobolev Embedding and interpolation inequalities

(see [175], pp. 186, 328).

For simplicity, we denote by c a generic positive constant which will change from to line.

We estimate the first term on the right-hand side of (3.3) by Hölder’s inequality

∫
Ω
u|v|β1dx ≤ (

∫
Ω
|u|r1dx)

1
r1 (
∫

Ω
|v|β1r2dx)

1
r2 ,

1
r1

+ 1
r2

= 1.

and interpolation inequality

∫
Ω
u|v|β1dx ≤ c(‖u‖0,2 +‖v‖0,2)(s1+β1s2) (‖∆u‖0,2 +‖∆v‖0,2)(1−s1)+β1(1−s2) , (3.6)

where

s1 = n

2r1
− n4 + 1 ∈ (0,1), s2 = n

2β1r2
− n4 + 1 ∈ (0,1).

Making use of Young’s inequality, we then have

∫
Ω
u|v|β1dx ≤ c(‖u‖0,2 +‖v‖0,2)(s1+β1s2)r3 + 1

8 (‖∆u‖0,2 +‖∆v‖0,2)((1−s1)+β1(1−s2))r4

≤ c
(
‖u‖20,2 +‖v‖20,2

)σ1 + 1
8
(
‖∆u‖20,2 +‖∆v‖20,2

)
, (3.7)

where

r4 = 8
n(β1−1) , r3 = 8

8 +n−nβ1
,
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and

σ1 = 1 + 4(β1−1)
8 +n−nβ1

> 1, 1< β1 <
n+ 8
n

.

For the gradient term, we use again Hölder’s inequality, Sobolev embedding and interpolation

inequality to get

∫
Ω
u | ∇v |α1 dx ≤ (‖∇u‖α1r5 +‖∇v‖α1r5)α1 ((‖u‖r6 +‖v‖r6) , 1

r5
+ 1
r6

= 1

≤ c
(
‖u‖20,2 +‖v‖20,2

)α1s4+s3 (‖∆u‖20,2 +‖∆v‖20,2
)α1(1−s4)+(1−s3)

,

(3.8)

where

s3 = 1− n4 + n

2r5
∈ (0,1), s4 = 1

2 −
n

4 + n

2α1r6
∈ (0,1).

Using Young’s inequality ab≤ εaq +Cεb
q′

∫
Ω
u | ∇v |α1 dx ≤ c

(
‖u‖20,2 +‖v‖20,2

)r7(α1s4+s3)
+ 1

8
(
‖∆u‖20,2 +‖∆v‖20,2

)r6(α1(1−s4)+(1−s3))

≤ c
(
‖u‖20,2 +‖v‖20,2

)σ2 + 1
8
(
‖∆u‖20,2 +‖∆v‖20,2

)
, (3.9)

where

σ2 = 1 + 4(α1−1)
8 +n− (n+ 2)α1

> 1 and 1< α1 <
n+ 8
n

.

Similarly as above, we get

∫
Ω
v|u|β2dx ≤ c

(
‖u‖20,2 +‖v‖20,2

)σ3 + 1
8
(
‖∆u‖20,2 +‖∆v‖20,2

)
,

(3.10)
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with σ3 = 1 + 4(β2−1)
8+n−nβ2

> 1, 1< β2 <
n+8
n .

and

∫
Ω
v | ∇u |α2 dx ≤ c

(
‖u‖20,2 +‖v‖20,2

)σ4 + 1
8
(
‖∆u‖20,2 +‖∆v‖20,2

)
, (3.11)

where

σ4 = 1 + 4(α2−1)
8 +n− (n+ 2)α2

> 1 and 1< α2 <
n+ 8
n

.

Finally, from (3.7), (3.9), (3.10) and (3.11) we find

1
2
d

dt

∫
Ω

(u2(x,t) + v2(x,t)) dx+ 1
2

∫
Ω

(|∆(x,t)|2 + |∆v(x,t)|2)dx

+
∫

Ω

(
|u(x,t)|β1+1 + |v(x,t)|β2+1

)
dx

≤ c
(
‖u‖20,2 +‖v‖20,2 + 1

)σ
. (3.12)

where σ = max{σ1,σ2,σ3,σ4}> 1. �

Lemma 33. Assuming that 1< αi <
n+8
n+2 , 1< βi < 1 + 8

n , i= 1,2 and

(u,v) is a smooth solution of the problem (1.2), and (u,v)∈ (L∞((0,T ),L2(Ω)))2. Then there

exist a positif constant C independent of u and v, and a time T ∗ given by

T ∗ = 1

(σ−1)
(
‖u0‖20,2 +‖v0‖20,2

)σ−1
C

(3.13)

such that for all t ∈ (0,T ∗),

max{
∫

Ω
u2(x,t)dx;

∫
Ω
v2(x,t)dx} ≤


(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)

1− (σ−1)
(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)
Ct


1

(σ−1)

<+∞,(3.14)

85



where C is a generic positif constant and

max{
∫ t

0

∫
Ω
|∆u|2dxds;

∫ t

0

∫
Ω
|∆v|2dxds} ≤

(
‖u0‖20,2 +‖v0‖20,2

)

+Ct


(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)

1− (σ−1)
(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)
Ct


σ

(σ−1)

<+∞.

(3.15)

Also

max(
∫ t

0

∫
Ω
|u(x,t)|β2+1dxds;

∫ t

0

∫
Ω
|v(x,t)|β1+1dxds)≤

(
‖u0‖20,2 +‖v0‖20,2

)

+Ct


(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)

1− (σ−1)
(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)
Ct


σ

(σ−1)

<+∞,

(3.16)

Proof. Using Eq. (3.2) of Lemma(32) and Gronwall′s integral inequality (see, e.g.

[113], pp. 86]). �

Lemma 34. Assuming, for i= 1,2,


1< αi ≤ 2 for n≤ 3,

1< αi <
n+8
n+2 , for n≥ 4,

and let (u,v) ∈ (L∞((0,T ),L2(Ω)))2 be a weak solution to problem (1.2).

Then

(|∇u|α1 , |∇v|α2) ∈ (L2((0,T ),Lr(Ω)))2 where


r = 1 if n≤ 3,

r ≥ 2n
(n+4) for n≥ 4.

(3.17)
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Also, there exist positif constants (Ci, qi) i= 1,2, independent of u and v such that

∫ T

0

(∫
Ω

(|∇u|α2)rdx
) 2
r

ds≤ C1 sup
0≤t≤T

‖u(., t)‖q1
0,2

∫ T

0
‖u(., s)‖22,2ds, (3.18)

∫ T

0

(∫
Ω

(|∇v|α1)rdx
) 2
r

ds≤ C2 sup
0≤t≤T

‖v(., t)‖q2
0,2

∫ T

0
‖v(., s)‖22,2ds. (3.19)

Proof. The proof follows from slight modifications of the proof of lemma 3 (see [15]).

�

Proof of existence. In this section, we assume that all assumptions in Theorem (31) are

satisfied, we prove the existence of weak solutions to problem (1.2) with the the Faedo-

Galerkin method as in [15].

Proof. (Proof of existence) Introducing the space Wm = {w1,w2, ...,wm} where (wj)j≥1

constitutes a basis in L2(Ω).

The eigenfunctions of the Laplacien operator in H1
0 (Ω) given by


−∆wi = λiwi in Ω i= 1, ...,m,

wi = 0 on ∂Ω.

Now, we will try to find an approximate solution of the problem (1.2), for a fixed k, in the

form

uk(x,t) =
k∑
j=1

aj,k(t)wj(x), vk(x,t) =
k∑
j=1

bj,k(t)wj(x),

where ai,k(t) and bi,k(t) are the solutions of the nonlinear ODE truncated system in the

variant t of :
∫
Ω
∂uk
∂t φdx+

∫
Ω ∆uk∆φdx=

∫
Ω |∇vk|α1φdx+

∫
Ω |vk|β1φdx, x ∈ Ω, t > 0,

aj,k(0) =
∫

Ω
u0wj dx. j = 1, ..k

(3.20)
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and 
∫
Ω
∂vk
∂t φdx+

∫
Ω ∆vk∆φdx=

∫
Ω |∇uk|α2φdx+

∫
Ω |uk|β2φdx, t > 0 x ∈ Ω;

bj,k(0) =
∫

Ω
u0wj dx, j = 1, ..,k,

(3.21)

for every test function φ ∈Wk and under the initial condition uk(0) = u0k and vk(0) = v0k.

The System (3.20) and (3.21) are of ordinary differential equations ODE for 2k unknown

coefficients aj,k(t) and bj,k(t) satisfying the conditions of Picard theorem, hence there exits

T ∗k > 0, and coefficients aj,k(t) and bj,k(t), j = 1, ..,k, solutions of (3.20) and (3.21) on (0,T ∗k ).

Now, we shall prove that these sequences are convergent.

Step 1 (Priori estimates) Using Lemma(33) and following the same steps as in the proof of

this lemma to deduce, for a fixed k, the existence of time T ∗k > 0,

T ∗k = 1

(σ−1)
(
‖uk(.,0)‖20,2 +‖vk(.,0)‖20,2

)σ−1
C
, (3.22)

such that the sequences (uk)k,(vk)k are defined on (0,T ∗k ).

Now using the fact that for all k:

‖uk(.,0)‖0,2 ≤ ‖u0(.)‖0,2, ‖vk(.,0)‖0,2 ≤ ‖v0(.)‖0,2, (3.23)

to get the existence a time T ∗ > 0, T ∗ ≤ T ∗k , defined by

T ∗ = 1

(σ−1)
(
‖u(.,0)‖20,2 +‖v(.,0)‖20,2

)(σ−1)
C
. (3.24)

Step 2 (Boundedness of the approach solutions (uk,vk)k∈N)

By repeating the same steps in Lemma (32) and Lemma (33), we observe that for all k > 1
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and all 0< t < T ∗,

max(
∫

Ω
u2
k(x,t)dx;

∫
Ω
v2
k(x,t)dx)≤


(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)

1− (σ−1)
(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)
Ct


1

(σ−1)

<∞,

and

max(
∫ t

0

∫
Ω
|∆uk|2dxds;

∫ t

0

∫
Ω
|∆vk|2dxds)≤

(
‖u0‖20,2 +‖v0‖20,2

)

+Ct


(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)

1− (σ−1)
(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)
Ct


σ

(σ−1)

<∞,

max(
∫ t

0

∫
Ω
|uk(x,t)|β2+1dxds;

∫ t

0

∫
Ω
|vk(x,t)|β1+1dxds)≤

(
‖u0‖20,2 +‖v0‖20,2

)

+Ct


(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)

1− (σ−1)
(
‖u0‖20,2 +‖v0‖20,2

)(σ−1)
Ct


σ

(σ−1)

<∞.

It then follows that there exists a subsequence still denoting (uk,vk)k ,

uk,vk ∈ L∞((0,T ),L2(Ω)) ∩ L2((0,T ),H2(Ω)),

uk,vk ∈ Lβ+1((0,T )×Ω), ∀ 0< t < T ∗, (3.25)

and there exists a function (u,v) such that, for any t < T ∗,

uk −→ u as k −→∞ in L∞weak−star((0, t),L2
weak(Ω)). (3.26)

uk −→ u as k −→∞ in L2
weak((0, t),H2

weak(Ω)). (3.27)
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also

vk −→ v as k −→∞ in L∞weak−star((0, t),L2
weak(Ω)), (3.28)

vk −→ v as k −→∞ in L2
weak((0, t),H2

weak(Ω)). (3.29)

Step3 (Analysis of the non-linear term)

Our aim is to prove that (∂uk∂t ,
∂vk
∂t ) ∈ (L2((0, t),W−n−2,2(Ω))2?

For this purpose, taking φ ∈Hn+2
0 (Ω) and by writing φ= φk + (φ−φk)

where φk is the L2(Ω) projection of φ onto the space Ek, we find

∫
Ω

∂uk
∂t

φ dx =
∫

Ω

∂uk
∂t

φk dx (3.30)

= −
∫

Ω
∆uk∆φk dx+

∫
Ω
|∇vk|α1φk dx+

∫
Ω
|vk|β1φk dx. (3.31)

Applying Sobolev embedding to the right hand side of first and third terms, using interpo-

lation inequality and Young’s inequality, for ε well chosen, we get

∫
Ω

∆uk∆φk dx+
∫

Ω
|vk|β1φk dx ≤ c [ ‖ uk ‖H2 +h(t)] ‖ φk ‖Hn+2 , (3.32)

where h is bounded in Lγ1(0, t) independent of k, for some γ1 > 1.

As proven in [15], we have

∫
Ω
|∇vk|α1φk dx≤ cF (t) ‖ φk ‖n+2,2 . (3.33)

where F is bounded in Lγ(0, t) independently of k for some γ > 1.

Thanks to Lions Lemma [106],there exists c > 0 independently of φ such that

‖ φk ‖n+2,2≤ c ‖ φ ‖n+2,2 .
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Hence, by (3.32) and (3.33), we obtain

∫
Ω

∂uk
∂t

φ dx ≤ c [‖ uk ‖H2 +F (t) +h(t)] ‖ φ ‖Hn+2 . (3.34)

Following the same steps as previously to get

∫
Ω

∂vk
∂t

φ dx ≤ c
[
‖ vk ‖H2 +F̃ (t) + h̃(t)

]
‖ φ ‖Hn+2., (3.35)

where F̃ and h̃ are bounded in Lγ2(0, t) and Lγ3(0, t) independent of k with γ2,γ3 > 1,

that ∂u
∂t is uniformly bounded in Lγ((0, t),W−n−2,2(Ω)), where γ̃ =min(γ,γ1,γ2,γ3,2).

Combining (3.34) and (3.35) and owing to Aubin-Lions theorem, see Lions ([106], pp 57-

58), we deduce that there exist subsequence of (uk) and (vk) , still represented by the same

notation, such that we find that (uk)k is compact in the strong topology of L2((0,T ),W 1,r(Ω))

and (vk)k is compact in the strong topology of L2((0,T ),W 1,r(Ω)) with all 1 < r <∞

when n ≤ 2 and all r < 2n
n−2 when n > 2. Then there exists a subsequence denoted again

((uk,(vk))k such that ∇uk converges strongly to ∇u and ∇vk converges strongly to ∇v in

L2((0, t),Lr(Ω)), i.e when k −→+∞

∇uk −→∇u in L2((0, t),Lr(Ω)). (3.36)

∇vk −→∇v in L2((0, t),Lr(Ω)).

Basing on [15], we have for ψ ∈ C∞0 (Ω× (0, t)),

∣∣∣∣∫Ω
(|∇uk|α2−|∇u|α2)ψ dx

∣∣∣∣ ≤ ‖ ψ ‖∞ ‖ ∇uk−∇u ‖Lr

× (1+ ‖ uk ‖H2 + ‖ u ‖H2)

(3.37)
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∣∣∣∣∫Ω
(|∇vk|α1−|∇v|α1)ψ dx

∣∣∣∣ ≤ ‖ ψ ‖∞ ‖ ∇vk−∇v ‖Lr (3.38)

× (1+ ‖ vk ‖H2 + ‖ v ‖H2)

Thus, from (3.37) and (3.38), we obtain when k→∞

∫ t

0

∫
Ω

(|∇uk|α2−|∇u|α2)ψ dxds→ 0, ∀ψ ∈ C∞(Ω× (0, t)). (3.39)∫ t

0

∫
Ω

(|∇vk|α2−|∇v|α2)ψ dxds→ 0, ∀ψ ∈ C∞(Ω× (0, t)).

Step 4. (Passage to the limit)

By (3.25)and exploiting Lions Lemma , we get

|uk|β2 −→ |u|β2 in L
β2+1
β2 ((Ω)× (0, t)). (weak), (3.40)

|vk|β1 −→ |v|β1 in L
β1+1
β1 ((Ω)× (0, t)). (weak)

Convergences (3.27), (3.29),(3.39) and (3.40) are sufficient to pass to the limit in order to

obtain

∫ t

0

∫
Ω

∂u

∂t
ψdxds +

∫ t

0

∫
Ω

∆u∆ψdxds

=
∫ t

0

∫
Ω
|∇|α1ψdxds+

∫ t

0

∫
Ω
|v|β1ψdxds.

and

∫ t

0

∫
Ω

∂u

∂t
ψdxds +

∫ t

0

∫
Ω

∆u∆ψdxds

=
∫ t

0

∫
Ω
|∇u|α2ψdxds+

∫ t

0

∫
Ω
|u|β2ψdxds,

for all ψ ∈ C∞0 ((0,T )×Ω))∩L2((0, t),H1
0 (Ω))∩Lβ1+1((0,T )×Ω)∩Lβ2+1((0,T )×Ω)).

Step5 Proving that |∇ui|αi ∈ L1((0, t)×Ω) i=1,2 is immediately by simple calculation
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from Lemma 3.

Step 6 Observe that from the above estimates, we have

(u,v) ∈ (W 1,2(0, t;W 2,−2(Ω)))2,

and so its trace at t= 0 is well defined and u(x,0) = limk→+∞uk(x,0) = u0(x)

and v(x,0) = limk→+∞vk(x,0) = v0(x).

To schow that ∆u= ∆v = 0 on the boundary ∂Ω, we need the following lemma

Lemma 35. Let τ and T fixed such that 0< τ < T < T ∗.

Let (ui,k)k≥0 be the sequence of solutions to the Galerkin system (3.20) and (3.21) and , then

there exists a positive constant Cτ such that

∫ T

τ

∫
Ω

(∆2uk)2dxds≤ Cτ ,
∫ T

τ

∫
Ω

(∆2vk)2dxds≤ Cτ .

Proof. See [15].

This leads to

∫ T

τ

∫
Ω

(∆2u)2dxds≤Kτ ,∫ T

τ

∫
Ω

(∆2v)2dxds≤Kτ ,

where Kτ is a positive constant.

Consequently, (u,v) ∈ (L2(τ,T ),W 3
2 ,2 (∂Ω))2 for any τ > 0, and so, ∆u= ∆v = 0 on ∂Ω on

(τ,T ),

which achieves the proof of theorem. �

�
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4. Blow-up in Finite Time of Solutions

In this section, we present some materials needed in the proof of our results, combining

the argument of [15], and prove our main result.

Theorem 36. (Blow-up in finite time of solutions)

Suppose that

1< αi <
n+ 8
n+ 2 , 1< βi <

n+ 8
n

, i= 1,2.

Then, for u0,v0 ∈ L2(Ω), and u0 or v0 sufficiently large, the problem (1.2) cannot admit a

globally defined weak solution.

Let’s recall (see, e.g. [82]), and the references therein the eigenvalue problem

−∆ ψ = λψ ψ ∈H1
0 (Ω), (4.1)

wich has a smallest positive eigenvalue λ= λ1 and that the associated eigenfunction φ does

not vanish in Ω. Furthermore, it can be chosen φ > 0.

The proof is based essentially on the well known technique of Kaplan [82] and this

important proposition.

Proposition 37. Assume 1< αi <
n+8
n+2 and 1< βi <

n+8
n , i= 1,2.

Then for u0,v0 ∈ L2(Ω) satisfying
∫

Ω

(
u0(x)2 +v0(x)2

)
ϕ(x)dx > C = C(Ω,βi) sufficiently

large, where φ is eigne function there exists a finite time (T ] = T ](M)> 0) such that for :

Z(t) =
∫

Ω
u(x,t)ϕ(x)dx we have lim

t−→T ]
Z(t) = +∞. (4.2)

Proof. Multiplying the equations (1.2) by ϕ and integration over Ω, we find

∫
Ω
utϕdx +

∫
Ω

(∆2u)ϕdx

=
∫

Ω
|∇v|α1ϕdx+

∫
Ω
|v|β1ϕ dx (4.3)

94



and

∫
Ω
vtϕdx +

∫
Ω

(∆2v)ϕdx

=
∫

Ω
|∇u|α2ϕdx+

∫
Ω
|u|β2ϕ dx. (4.4)

Using Green formula, we see that

∫
Ω

(∆2u)ϕdx=
∫

Ω
∆u ∆ϕdx= λ2

1

∫
Ω
uϕdx, , (4.5)

where λ1 is the smallest positive eigenvalue. Using Jensen’s inequality, we get

∫
Ω
|u|ρϕ dx≥ |

∫
Ω
u(x,t)ϕdx|ρ, ρ > 1. (4.6)

Using the elementary inequality : if q > p and λ > 0, then

xq ≥ λ
q−p
q−1xp−λx. x≥ 0.

Taking Z(t) =
∫

Ω
(u(x,t) +v(x,t))ϕ(x)dx, we deduce that :

Z ′(t) + (1 +λ2
1) Z(t)≥ c|Z(t)|β, (4.7)

where β = min{β1,β2}. If :

Z(0)≥
(
λ2

1
c

) 1
β−1

, (4.8)

Finally, It follows that (T ] <+∞) whenever Z(0) is sufficiently large. �
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Conclusion

In this thesis, we treated in one hand the existence of solutions and the blow-up of these

solutions for two types of evolution equations, fractional ordinary differential equations and

Hamilton- Jacobi equations arising in engineering electronic phenomena and hydrodynam-

ics phenomena respectively, and on the other hand with the decay of solutions to a heat

hyperbolic system with viscoelastic term, and an abstract hyperbolic system with infinite

memory.

In each problem treated in the first part of this work, the nonlinearities are strong.

The existence of solutions for the system of fractional ordinary differential equations was

established via Shauder’s Theorem and the blow-up of solutions in finite time is proved with

any conditions on the parameters of the system.

In the second part, we focused on the stabilization of a quasilinear heat hyperbolic system

with a viscoelastic term which we established a general and optimal decay result. We also

dealt with the general decay of an abstract linear dissipative integrodiffrential equation with

infinite memory modelling linear viscoelasticity which we have extended the decay result

obtained in [68, 69]. Our results generalizes and improves several stability results in the

literature.

For the Hamilton Jacobi system, the existence of weak solutions is done by the Galerkin

method and by compactness theorems. The uniqueness of solutions is an open problem.

Using interpolation inequalities and Sobolev injections, we established some results on the

blow-up of the solutions in finite time.
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[29] M.M. Cavalcanti, N. Valéria, D. Cavalcanti, I. Lasiecka, C. M. Webler, Intrinsic decay rates for

the energy of a nonlinear viscoelastic equation modeling the vibrations of thin rods with variable den-

sity,Advances in Nonlinear Analysis, 6(2) 121-145.

[30] P. M. Carvalho Neto, R. Fehlberg Junior Conditions to the absence of blow up solutions to fractional dif-

ferential equations, Submitted exclusively to the London Mathematical Society doi:10.1112/0000/000000

[31] M. Chipot, F. B.Weissler, Some blow-up results for a nonlinear parabolic equation with a gradient term,

SIAM J. Math. Anal 20 (4), (1989)886-907 .

[32] L. Collatz, Funktionalanalysis und numerische Mathematik. Springer, Berlin (1968).

[33] P. Collet, J.P Eckmann, H. Epstein, J. Stubbe, A global attracting set for the Kuramoto-Sivashinsky

equation, Commun. Math. Phys. 152 (1993)203-14.

[34] B.D. Coleman, V.J. Mizel, On the general theory of fading memory, Arch. Ration. Mech. Anal. 29

(1968) 18-31.

[35] B.D. Coleman, W. Noll, Foundations of linear viscoelasticity, Rev. Modern Phys. 33 (1961) 239-249.

[36] V.V. Chepyzhov, V. Pata, Some remarks on stability of semigroups arising from linear viscoelasticity,

Asymptot. Anal. 46 (2006) 251-273.

[37] E. Cuesta, J.F. Codes, Image processing by means of a linear integro-differential equationIn: Hamza,

M.H. (ed.) Visualization, Imaging, and Image Processing 2003, Paper 91.

[38] C.M. Dafermos, Contraction semigroups and trend to equilibrium in continuum mechanics, Applications

of Methods of Functional Analysis to Problems in Mechanics (P. Germain and B. Nayroles, Eds.), pp.

295-306, Lecture Notes in Mathematics, no. 503, Springer-Verlag, Berlin-New York, 1976.

[39] C.M. Dafermos, Asymptotic stability in viscoelasticity, Arch. Ration. Mech. Anal. 37 (1970) 297-308.

[40] C.M. Dafermos, On abstract Volterra equations with applications to linear viscoelasticity, J. Differ.

Equations 7 (1970) 554-569.

[41] C.M. Dafermos, Development of singularities in the motion of material with fading memory, Arch.

Ration. Mech. Anal. 91 (1) (1985) 193-205.

[42] G. Dassios, F. Zafiropoulos, Equipartition of energy in linearized 3-d viscoelasticity, Quart. Appl. Math.

48 (4) (1990) 715-730.

[43] L. Debnath, Recent applications of fractional calculus to science and engineering, Int. J. Math. Sci.

Appl, 54(2003) 3413-3442.

[44] D. Delbosco, L. Rodino, Existence and uniqueness for a fractional differnential equation. Journal of

Mathematical Analysis and Applications, 204(1996), 609-625.

101



[45] M. Du, Z. Wang, H. Hu, Measuring memory with the order of fractional derivativeScientific Reports 3,

Article number: 3431 (2013)doi:10.1038/srep03431

[46] M. Eller, J.E. Lagnese, S. Nicaise, Decay rates for solutions of a Maxwell system with nonlinear

boundary damping , Comput. Appl. Math. 21 (2002)135-165.

[47] H. Englern, B. Kawohl, S. Luckhaus, Gradient estimates for solutions of parabolic equations and

systems, J. Math. Anal. Appl. 147 (1990) 309-329.

[48] M. Fabrizio, A. Morro, Viscoelastic relaxation functions compatible with thermodynamics, J. Elasticity

19 (1988) 63-75.

[49] M. Fabrizio, B. Lazzari, On the existence and asymptotic stability of solutions for linear viscoelastic

solids, Arch. Ration. Mech. Anal. 116 (1991) 139-152.

[50] M. Fabrizio, A. Morro, Mathematical problems in linear viscoelasticity, SIAM Studies in Applied Math-

ematics no.12, SIAM, Philadelphia, 1992.

[51] M. Fabrizio, C. Giorgi, V. Pata, A new approach to equations with memory , Arch. Ration. Mech.

Anal. 198 (2010) 189-232.

[52] J. Ferreira, M. Rojas, On global weak solutions of a nonlinear evolution equation in noncylindrical

domain , in: Proceedings of the 9th International Colloquium on Differential Equations Ed. VSP, 1999,

pp. 155-162.

[53] J. Ferreira, D.C. Pereira, On a hyperbolic degenerate evolution equation with strong dissipation, Int. J.

Math. Math. Sci. 15 (1992) 543-552.

[54] M. Fila, Remarks on blow-up for a nonlinear parabolic equation with a gradient term, Proc. Amer.

Math. Soc. 111 (3), (1991)795-801.

[55] K. Furati, MD. Kassim, N-e Tatar, Non-existence of global solutions for a differential equation involving

Hilfer fractional derivative, Electron. J. Differ. Equ. 2013, Article ID 391062 (2013).

[56] K. Furati, M. Kirane, Necessary conditions for the existence of global solutions to systems of fractional

differential equations, Fract. Calc. Appl. Anal. 11 (2008) 281-298.

[57] K.F. Furati, N.E. Tatar, An existence result for a nonlocal fractional differential problem, J. Fract.

Calc.,26 (2004) 43-51.

[58] K.F. Furati, N.E Tatar, Behavior of solutions for a weighted Cauchy-type fractional differential problem,

J. Fract. Calc., 28 (2005) 23-42.

[59] K.F. Furati, M.D. Kassim, N.E. Tatar, Existence and uniqueness for a problem involving Hilfer frac-

tional derivative, Comput. Math. Appl., 64 (2012) 1616-1626.

102



[60] V. A. Galaktionov, E. Mitidieri, S. I. Pohozaev , On global solutions and blow-up for Kuramoto-

Sivashinsky-type models and well-posed Burnett equations, Nonlinear Anal., Theory, Methods, Appl.

70 (8)(2009)2930-2952.

[61] V. A. Galaktionov, S. I. Pokhozhaev, Third-order nonlinear dispersive equations: shocks, rarefaction,

and blow-up waves, Zh. Vychisl. Mat. i Mat. Fiz. 48(10), (2008)1819-1846 [Comput. Math. and Math.

Phys. 48 (10), 1784-1810 (2008)].

[62] L. Gaul, P. Klein, S. Kempfle, Damping description involving fractional operatorsMech. Systems Signal

Processing 5 (1991) 81-88.

[63] A. George, A. Anastassiou, Fractional Differentiation Inequalities, Springer-Verlag New York,2009
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Abstract: 
     The goal of this thesis is to study on one hand some questions on the 

existence and the blow-up in finite time of solutions of two type of nonlinear 

evolution equations, fractional differential equations and Hamilton-Jacobi 

equations, and on the other hand the decay of solutions for two hyperbolic 

problems related to viscoelasticity. 
 

Résumé : 

       L’objectif de cette thèse est d’étudier d’une part l’existence et l’explosion 

en temps fini des solutions de deux types d’équations d’évolution non linéaires, 

des équations différentielles fractionnaires et des équations de type Hamilton-

Jacobi, et d’autre part la décroissance des solutions de deux différents problèmes 

hyperboliques intervenant en viscoélasticité. 

 
 
 

 

 :ملخص
 وانفجاره الحل  وجودبالمتعلقة  المسائلبعض   دراسةالهدف من هذه الأطروحة هو، من جهة،       

جاكوبي، ومن -معادلات تفاضلية كسرية ومعادلات هاملتون ،غير الخطيةلنوعين من معادلات التطور

 .لمسألتي المرونة اللزجةالحلول  تخامد  دراسة ناحية أخرى


